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ABSTRACT 

Globally, 1 billion people have a vision impairment that could have been prevented or has yet to be 

addressed. This 1 billion people includes those with moderate or severe distance vision impairment 

or blindness due to unaddressed refractive error (123.7 million), cataract (65.2 million), glaucoma 

(6.9 million), corneal opacities (4.2 million), diabetic retinopathy (3 million), and trachoma (2 

million), as well as near vision impairment caused by unaddressed presbyopia (826 million). In terms 

of regional differences, the prevalence of distance vision impairment in low- and middle-income 

regions is estimated to be four times higher than in high-income regions. With regards to near vision, 

rates of unaddressed near vision impairment are estimated to be greater than 80% in western, 

eastern and central sub-Saharan Africa, while comparative rates in high-income regions of North 

America, Australasia, Western Europe, and of Asia-Pacific are reported to be lower than 10%. 

Population growth and ageing are expected to increase the risk that more people acquire vision 

impairment. In this paper in order to facilitate the blind we develop an artificial vision system in 

which the blind person can have a device with them which can guide the blind about the surrounding 

environment and help them lead a safer life as well increase awareness about the surroundings. This 

is been achieved by using advanced image captioning techniques implementing efficient net 

algorithms and tokenization methods where the scenes with different captions are learned by the 

machine. Whenever an image is captured via the camera are been recognized and predicted by the 

machine. After the prediction, it is been sent as an audio output to the user which can help them 

identify the scene happening around. Thus, with the help of this paper provide an artificial vision to 

the blind, which can help them gain confidence while travelling alone. 

 

1. INTRODUCTION 

The human eye is like a camera that collects, focuses, and transmits light through a lens to create an 

image of its surroundings. In a camera, the image is created on film or an image sensor.  

In the eye, the image is created on the retina, a thin layer of light-sensitive tissue at the back of the eye 
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Like a camera, the human eye controls the amount of light that enters the eye. The iris (the colored 

circular part of the eye) controls the amount of light passing through the pupil. It closes up the pupil 

in bright light and opens it wider in dim light. The cornea is the transparent, protective surface of the 

eye. It helps focus light, as does the lens, which sits just behind the iris. When light enters the eye, the 

retina changes the light into nerve signals. The retina then sends these signals along the optic nerve 

(a cable of more than 1,000,000 nerve fibers) to the brain. Without a retina or optic nerve, the eye 

can't communicate with the brain, making vision impossible. 

 

Many people have some type of visual problem at some point in their lives. Some can no longer see 

objects far away. Others have problems reading small print. These types of conditions are often easily 

treated with eyeglasses or contact lenses. 

 

But when one or more parts of the eye or brain that are needed to process images become diseased 

or damaged, severe or total loss of vision can occur. In these cases, vision can't be fully restored with 

medical treatment, surgery, or corrective lenses like glasses or contacts. 

 

The American Foundation for the Blind estimates that 10 million people in the United States are 

visually impaired. Visual impairment is a term experts use to describe any kind of vision loss, whether 

it's someone who cannot see at all or someone who has partial vision loss. 

 

Some people are completely blind, but many others have what's called legal blindness. They haven't 

lost their sight completely but have lost enough vision that they'd have to stand 20 feet from an object 

to see it as well as someone with perfect vision could from 200 feet away. 

 

2. TECHNOLOGIES USED: 

 

Deep Learning 

Deep learning is a computer software that mimics the network of neurons in a brain. It is a subset 

of machine learning and is called deep learning because it makes use of deep neural networks. 

 

Deep learning algorithms are constructed with connected layers. 

 

The first layer is called the Input Layer 

The last layer is called the Output Layer 

All layers in between are called Hidden Layers. 

 

The word deep means the network join neurons in more than two layers. 
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Figure 1 Deep Learning Layers 

 

Each Hidden layer is composed of neurons. The neurons are connected to each other. The neuron will 

process and then propagate the input signal it receives the layer above it. The strength of the signal 

given the neuron in the next layer depends on the weight, bias and activation function. 

 

The network consumes large amounts of input data and operates them through multiple layers; the 

network can learn increasingly complex features of the data at each layer. 

 

2.2 IMPORTANCE OF DEEP LEARNING 

Deep learning is a powerful tool to make prediction an actionable result. Deep learning excels in 

pattern discovery (unsupervised learning) and knowledge-based prediction. Big data is the fuel for 

deep learning. When both are combined, an organization can reap unprecedented results in term of 

productivity, sales, management, and innovation. 

 

Deep learning can outperform traditional method. For instance, deep learning algorithms are 41% 

more accurate than machine learning algorithm in image classification, 27 % more accurate in facial 

recognition and 25% in voice recognition. 

 

2.3 DEEP LEARNING PROCESS 

A deep neural network provides state-of-the-art accuracy in many tasks, from object detection to 

speech recognition. They can learn automatically, without predefined knowledge explicitly coded by 

the programmers. 

 

         Figure 2 Deep Learning Process 

  

To grasp the idea of deep learning, imagine a family, with an infant and parents. The toddler points 

objects with his little finger and always says the word 'cat.' As its parents are concerned about his 

education, they keep telling him 'Yes, that is a cat' or 'No, that is not a cat.' The infant persists in 

pointing objects but becomes more accurate with 'cats.' The little kid, deep down, does not know why 
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he can say it is a cat or not. He has just learned how to hierarchies’ complex features coming up with 

a cat by looking at the pet overall and continue to focus on details such as the tails or the nose before 

to make up his mind. 

 

A neural network works quite the same. Each layer represents a deeper level of knowledge, i.e., the 

hierarchy of knowledge. A neural network with four layers will learn more complex feature than with 

that with two layers. 

 

The learning occurs in two phases. 

 

The first phase consists of applying a nonlinear transformation of the input and create a statistical 

model as output. The second phase aims at improving the model with a mathematical method known 

as derivative. The neural network repeats these two phases hundreds to thousands of time until 

it has reached a tolerable level of accuracy. The repeat of this two-phase is called an iteration. 

 

2.4 CLASSIFICATION OF NEURAL NETWORKS 

 

Shallow neural network: The Shallow neural network has only one hidden layer between the input 

and output.  

Figure 3 Types of Deep Learning Networks 

 

Deep neural network: Deep neural networks have more than one layer. For instance, Google LeNet 

model for image recognition counts 22 layers. 

 

Nowadays, deep learning is used in many ways like a driverless car, mobile phone, Google Search 

Engine, Fraud detection, TV, and so on. 

 

2.5 CONVOLUTIONAL NEURAL  

NETWORKS (CNN) 

CNN is a multi-layered neural network with a unique architecture designed to extract increasingly 

complex features of the data at each layer to determine the output. CNN's are well suited for 

perceptual tasks 
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 Figure.4 CNN 

 

CNN is mostly used when there is an unstructured data set (e.g., images) and the practitioners 

need to extract information from it 

 

For instance, if the task is to predict an image caption: 

 

The CNN receives an image of let's say a cat, this image, in computer term, is a collection of the pixel. 

Generally, one layer for the greyscale picture and three layers for a color picture. 

During the feature learning (i.e., hidden layers), the network will identify unique features, for 

instance, the tail of the cat, the ear, etc. 

When the network thoroughly learned how to recognize a picture, it can provide a probability for 

each image it knows. The label with the highest probability will become the prediction of the network. 

 

A Convolutional Neural Network (CNN, or ConvNet) are a special kind of multi-layer neural 

networks, designed to recognize visual patterns directly from pixel images with minimal pre-

processing. The Image Net project is a large visual database designed for use in visual object 

recognition software research. The Image Net project runs an annual software contest, the Image 

Net Large Scale Visual Recognition Challenge (ILSVRC), where software programs compete to 

correctly classify and detect objects and scenes. 

 
 

                 Figure 5 Types of CNN 

 

3. Collecting and Sending Information 

This means sensors. Sensors could be temperature sensors, motion sensors, moisture sensors, air 

quality sensors, light sensors, you name it. These sensors, along with a connection, allow us to 

automatically collect information from the environment which, in turn, allows us to make more 

intelligent decisions. 

https://en.wikipedia.org/wiki/ImageNet#ImageNet_Challenge
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       Figure 6 Soil moisture sensor 

 

(Soil moisture sensor) On the farm, automatically getting information about the soil moisture can tell 

farmers exactly when their crops need to be watered. Instead of watering too much (which can be an 

expensive over-use of irrigation systems and environmentally wasteful) or watering too little (which 

can be an expensive loss of crops), the farmer can ensure that crops get exactly the right amount of 

water. More money for farmers and more food for the world! Just as our sight, hearing, smell, touch, 

and taste allow us, humans, to make sense of the world, sensors allow machines to make sense of the 

world. 

 

Receiving and Acting on Information 

We’re all very familiar with machines getting information and then acting. Your printer receives a 

document and it prints it. Your car receives a signal from your car keys and the doors open. The 

examples are endless. 

 

Whether it’s a simple as sending the command “turn on” or as complex as sending a 3D model to a 3D 

printer, we know that we can tell machines what to do from far away. So what? 

 

The real power of the Internet of Things arises when things can do both of the above. Things that 

collect information and send it, but also receive information and act on it. 

 

Doing Both 

Let’s quickly go back to the farming example. The sensors can collect information about the soil 

moisture to tell the farmer how much to water the crops, but you don’t actually need the farmer. 

Instead, the irrigation system can automatically turn on as needed, based on how much moisture is 

in the soil. 

 

You can take it a step further too. If the irrigation system receives information about the weather 

from its internet connection, it can also know when it’s going to rain and decide not to water the crops 

today because they’ll be watered by the rain anyways. 

 

And it doesn’t stop there! All this information about the soil moisture, how much the irrigation system 

is watering the crops, and how well the crops actually grow can be collected and sent to 

supercomputers that run amazing algorithms that can make sense of all this information. 
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And that’s just one kind of sensor. Add in other sensors like light, air quality, and temperature, and 

these algorithms can learn much more. With dozens, hundreds, thousands of farms all collecting this 

information, these algorithms can create incredible insights into how to make crops grow the best, 

helping to feed the world’s growing population. 

 

4. EXISTING SYSTEM 

In this traffic-scene-modeling study, they propose an image-captioning network which incorporates 

element attention into an encoder-decoder mechanism to generate more reasonable scene captions. 

A visual-relationship-detecting network is also developed to detect the relative positions of object 

pairs. Firstly, the traffic scene elements are detected and segmented according to their clustered 

locations. Then, the image-captioning network is applied to generate the corresponding description 

of each traffic scene element. The visual- relationship-detecting network is utilized to detect the 

position relations of all object pairs in the sub region. The static and dynamic traffic elements are 

appropriately selected and organized to construct a 3D model according to the captions and the 

position relations. The reconstructed 3D traffic scenes can be utilized for the offline test of unmanned 

vehicles. The evaluations and comparisons based on the TSDmax, KITTI and Microsoft’s COCO 

datasets demonstrate the effectiveness of the proposed framework. 

 

4.2. DISADVANTAGES OF EXISTING SYSTEM 

Only the datasets are used for validating the proposed model. 

Not real time applicable as the accuracy obtained in less. 

Only the traffic scene prediction is been done which makes the system inefficient for other use. 

DBSCAN algorithm does not work well in case of high dimensional data. 

 

5. PROPOSED SYSTEM 

Globally, 1 billion people have a vision impairment that could have been prevented or has yet to be 

addressed. This 1 billion people includes those with moderate or severe distance vision impairment 

or blindness due to unaddressed refractive error (123.7 million), cataract (65.2 million), glaucoma 

(6.9 million), corneal opacities (4.2 million), diabetic retinopathy (3 million), and trachoma (2 

million), as well as near vision impairment caused by unaddressed presbyopia (826 million). In terms 

of regional differences, the prevalence of distance vision impairment in low- and middle-income 

regions is estimated to be four times higher than in high-income regions. With regards to near vision, 

rates of unaddressed near vision impairment are estimated to be greater than 80% in western, 

eastern and central sub-Saharan Africa, while comparative rates in high-income regions of North 

America, Australasia, Western Europe, and of Asia-Pacific are reported to be lower than 10%. 

Population growth and ageing are expected to increase the risk that more people acquire vision 

impairment. In this project in order to facilitate the blind develop an artificial vision system in which 

the blind person can have a device with them which can guide the blind about the surrounding 

environment and help them lead a safer life as well increase awareness about the surroundings. This 

is been achieved by using advanced image captioning techniques implementing efficient net 

algorithms and tokenization methods where the scenes with different captions are learned by the 

machine. Whenever an image is captured via the camera are been recognized and predicted by the 

machine. After the prediction, it is been sent as an audio output to the user which can help them 
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identify the scene happening around. Thus, with the help of this project provide an artificial vision to 

the blind, which can help them gain confidence while travelling alone. 

5.1 ADVANTANGES OF PROPOSED SYSTEM 

Cheap and effective solution for the blind to become aware of the surroundings. 

Effective scene prediction model is developed. 

Provides an artificial vision to the visually challenged people. 

 

SYSTEM ARCHITECTURE 

Figure 7 Proposed System Architecture 

 

7. WORKING 

In this project in order to facilitate the blind have developed an artificial vision system with the help 

of deep learning techniques. Initially COCO dataset is collected to train the model, before training the 

model pre-processing of dataset is done so that the dataset can be directly applied to the deep 

Learning algorithms for further processes. After pre-processing feature extraction in done using 

efficient net algorithm. Once the feature extraction is completed the model is trained using RNN 

algorithm. Recurrent neural networks (RNN) are the state of the art algorithm for sequential data 

and are used by Apple's Siri and Google's voice search. It is the first algorithm that remembers its 

input, due to an internal memory, which makes it perfectly suited for machine learning problems 

that involve sequential data. It is one of the algorithms behind the scenes of the amazing 

achievements seen in deep learning over the past few years. Finally whenever the user wants to know 

about the surrounding movements, they can ask the model to recognize what is happening around 

by saying any predefined keyword like “what is happening in front of me”, so that the model can start 

recognizing the surrounding movements. This is achieved by using advanced image captioning 

 

8. Training with RNN Algorithm 

 

After tokenization, it will be fed for training with the RNN algorithm. 

 

A recurrent neural network (RNN) is one of the basic architectures. Many of the advanced 

architectures today are inspired by RNNs. The key feature of an RNN is that the network has feedback 

connections, unlike a traditional feed forward neural network. This feedback loop allows the RNN to 

model the effects of the earlier parts of the sequence on the later part of the sequence, which is a very 

important feature when it comes to modeling sequences. 

 

There are many different architectures for RNNs. One of the key differences in the architectures is 

the feedback within the network. Typically, RNNs can be “unfolded” in time and trained using back-

propagation through time, where the same set of weights is used for a layer across multiple time steps 
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and updated using the gradients similar to the back- propagation algorithm. A generic structure of an 

RNN. 

A different method of deep learning is recurrent neural networks. Recurrent neural networks are 

neural networks that, in addition to its inputs, use an internal state to perform a task. Since the new 

internal state is calculated from the old internal state and the input, it can be understood as one part 

of the output of the neural network. If we understand it in this way, recurrent neural networks get 

part of their output as input for the next time step. This recurrent behavior gave recurrent neural 

networks their name. The information that is stored in this internal state is automatically selected by 

the algorithm. Recurrent neural networks are, hence, a deep learning approach. The internal state, 

often referred to as “memory,” makes them useful for sequential data, such as time series, audio, or 

text, and gives them the ability to handle inputs of different sequence length. 

 

 

 

 

 

 

 

 

 

Figure 8 RNN DFD 

 

9. Prediction of scene and audio output 

After training the model with algorithm, a live scene is captured via the camera. This captured scene 

will be recognized and the output model file will be generated. 

The movements in the scene will be predicted and  

a caption will be generated according to the scene. 

After the prediction, an audio output based on the caption will be sent to the user through this the 

user can identify the movements happening around them. 

 

 

 

 

 

 

 

 

 

 

Figure 9 Prediction of scene and audio output DFD 

 

10. RESULTS AND DISCUSSIONS 

To begin with, testing of the trained model, can split our project into modules of implementation 

that is done. 
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Dataset collection involves the process of collecting image caption dataset. 

The dataset has been collected for the project and the below figure can be seen as follows: 

Figure 10 Dataset Collection 

 

Then these datasets are pre-processed from convert the images into required size format so that it 

can be made ready for training with the model. 

The below figure shows the simple pre-processing techniques used for image resizing. 

 Figure 11 Simple Pre-processing 

 

After pre-processing, Feature extraction process it includes several convolution layers followed by 

max-pooling and an activation function. For extracting the features we will be using 

EfficientNetB3architecture. 

 

 

Figure 12 Feature Extraction 
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Then the captions are pre-processed using tokenization. Tokenization is the process of converting 

the words into integers. 

        

Figure 13 Tokenization 

 

After extracting features from dataset, training is performed with the Deep learning algorithm 

such as Recurrent Neural Network is used for training the datasets. 

 

 

 

Figure 14  Training using Recurrent Neural Network 

 

The below figure shows the extracted features using EfficientNetB3. 

        

Figure 15 Feature Extraction 

 

11. CONCLUSION: 
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In this project in order to facilitate the blind develop an artificial vision system in which the blind 

person can have a device with them which can guide the blind about the surrounding environment 

and help them lead a safer life as well increase awareness about the surroundings. In the existing 

system, they proposed an image-captioning network which incorporates element attention into an 

encoder-decoder mechanism to generate more reasonable scene captions. But only the traffic scene 

prediction is been done which makes the system inefficient for other use. In order to avoid this, have 

developed a model using advanced image captioning techniques implementing efficient net 

algorithms and tokenization methods where the scenes with different captions are learned by the 

machine. 

Thus, with the help of this project provide an artificial vision to the blind, which can help them gain 

confidence while travelling alone. 

 

12. FUTURE WORK: 

 

In the coming future, will review the scope of this of the project in the medical field, and try to enhance 

this technique in other fields. And there are more chance to develop or convert this project in many 

ways. Thus, this project has an efficient scope in coming future to guide the blind people about the 

surrounding environment. 

 

13. RESULT: 

 

The below figure shows the login page of the mobile app. 

   Figure 16 Login Page 
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In this app the user can upload an image to get the output 

Figure 17 Image Uploading Page 

After training the model, it will be waiting for our command to start capturing the movements around 

us. Whenever give a command similar to “what is in front of me” it will capture the movement in-

front of us and starts predicting, after prediction it will return the movement as a caption which will 

be outputted as an audio. 

 

                        Figure 18 Prediction 

 

Whenever an image is captured via camera those images are recognized and predicted by the model. 

After prediction, the model will generate a caption based on the captured scene and an audio output 

based on the caption will be sent to the user through this the user can identify the movements 

happening around them. So that the user can identify the scene happening around them. Thus, with 
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the help of this project provide an artificial vision to the blind, which can help them gain confidence 

while travelling alone. 
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