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Abstract. While using the internet services, users tend to frequently experience the inconvenience in 
service due to buffering caused by overloads in the domain service server. If there are some margins for 
availabilities for the service server, the above issue does not occur, so it is possible to remove the 
inconvenience. In each time period of the domain that provides the service, the peak traffic data is 
collected to configure the data set, and the peak traffic data in each time period within the configured data 
set is summed up. After that, in this newly proposed model, the cumulative hourly peak traffic data is 
checked in terms of whether it exceeds the availability threshold set by an operator, and if it does, it is 
transferred to other pool group (pool N). The test results for the proposed model indicates that in the 
past, it normally took 2 hours to analyze the domain traffic data and 10 to 20 minutes to apply the 
analysis results, but in the newly proposed model, it takes only less than 5 minutes to analyze and apply 
results. System load frequency is reduced from 13 times a month to 1 time per month, and also the 
number of times to use the reserved server is reduced from 18 times to 2 times. The CPU margin rate is 
increased from 27% to 71%, which indicates that the usage rate is decreased. Overall, the operator’s 
resource is reduced, and thus it is possible to achieve server stability as well. 
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INTRODUCTION 

Due to the recent, rapid increases in the number of cloud based services and the number of internet users, 
there are increasingly more companies that host services through their data centers, thus causing a huge 
increase in the traffic volume [1]. The cloud computing environment or the internet data center consists 
of many servers that process internet users’ requests [2]. In addition, as the amount of data is increased 
due to the increasing number of social network users, service providers are faced with challenges to learn 
how to deploy user data on many servers [3]. Everyone must have probably experienced the 
inconvenience of service-use as the internet service tends to display images too long or cause buffering 
during the streaming play, thus failing to provide normal service. The causes can be classified into impacts 
of the user access environment and impacts of the service server. When using services on the internet, as 
there are increasingly more users accessing it, there are frequently lots of inconveniences due to server 
overloads such as discontinued streaming or delayed downloading. The number of servers is directly 
proportional to the traffic availability. Thus, if there are already enough servers in place, then users will 
not experience any inconveniences in service-use. In general, due to economical reasons, such as server 
implementation costs, most of internet service providers have been implementing and operating a single 
server system, and in addition, instead of direction operation, they tend to provide services through those 
companies specialized in server service. In the single server system, there are lots of difficulties in 
fulfilling the service requirements for many users. In addition, when multiple domain services are 
provided from a single server group, if one domain fails, then the rest of domains that the server group 
provides services for will also fail. Therefore, in order to minimize the impacts, generally, one server 
group provides service for one domain. For stable service, server operators add servers to distribute loads 
in case than domain traffic is increased. From the standpoints of operators, it is a very difficult task to 
increase or decrease the number of servers by checking traffic at each domain every time when there is an 
issue. In addition, although it is possible to prepare reserved servers, but from the standpoints of 
companies, the limited quantity and the costs are real challenges. In this paper, the author aims to 
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propose an automated server operation model to improve the efficiency of domain services in a limited 
number of servers since companies can prepare reserved servers in case of an increase in domain traffic, 
but they are faced with problems of limited quantity and costs. 

1. Related Works 

1.1.  Domain Name System 

The DNS (Domain Name System) is a critical part used in implementing the internet infrastructure. It 
is used to transform the domain name to an IP address [4]. If there exists no DNS, then it is impossible for 
many services and apps to map domain names to IP addresses, thus operation will fail. So, it is necessary 
to distribute DNS data and store them repeatedly in multiple locations [5]. In addition, servers located in 
other networks connected to the internet can improve availability of DNS data in case that there are some 
partial problems in the network [6]. Before users check the web site that they try to access, attackers 
sometimes use malware scripts or other malicious contents to link or redirect them to other malicious 
web sites [7]. Every internet that is currently in use includes various DNS interactions, and especially, 
efficient, expandable and safe DNS is a key factor for overall internet use and it is also a very efficient 
distributed system that offers redundancy and caching used in the DNS server. Besides, every domain 
name is comprised of a layer structure, and the DNS tree structure is used to execute and search for [8]. 

1.2.  Reducing Latency 

The CDN (Content Delivery Network) is designed to provide high performance and availability so that 
spatial services can be distributed to users, and short delay and fast response time can provide users with 
better experiences [9]. In general, the GSLB (Global Server Load Balance) is used to connect internet users 
to the closet CDN node, but traditionally, CDN node in most cases is located in the local network. So, 
mobile users can use the mobile core network [10] to access the video service and so on, but due to 
increased traffics, it is causing lots of burdens to the core network. To resolve this issue, the MEC (Multi-
access Edge Computing) technology is used [11], a CDN node is located inside the mobile network but not 
through the core network, so it can reduce the standby time for end to end transmission, and also help 
reducing the bandwidth of core network [12]. 

2. Proposed System 

From one pool group, multiple domain services are provided. If there is an increase in the traffic of a 
pool group, reserved servers are added. For efficient use of pool groups and reduced use of reserved 
servers, it is necessary to assess the traffic pattern of each domain and optimize the use of pool groups. 
First of all, assess the traffic pattern of a domain. Traffic patterns are classified into consistent one and 
inconsistent one on a daily basis. Inconsistent one is classified as an event domain. In case of consistent 
domains, check the cumulative data on an hourly basis. Set the server pool’s availability to threshold, and 
transfer most domains at the closest time to another pool group. Repeat this process. 

2.1.  System Configuration 

Following Fig. 1 illustrates a system diagram proposed in this paper. The GSLB (Global Server Load 
Balance) server that provides the DNS (Domain Name Service) manages the server IP address for the 
domain service in a pool group. Different domain groups are provided as services for each pool group. 
The domain traffic data that is provided as service from each server is transmitted to the data collection 
server. The web server re-estimates the domain’s pool group by performing the service server pool 
assignment process on the domain traffic data collected. The re-estimated data is sent to the GSLB server 
to change the pool group of each domain. 
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Fig. 1. System Configuration Diagrams 
 

2.2.  Service Server Pool Assignment Process 

Following Fig. 2 illustrates a process to designate a service server pool. First, collect the hourly peak 
traffic data for each domain that provides service to construct the data set. Second, within the constructed 
data set, sum up the hourly peak traffic data. Third, check if the hourly cumulative peak traffic data 
exceeds the availability threshold set by an operator. Fourth, if the condition in the third step is met, then 
extract a domain with the maximum, and transfer it to other pool group (pool N). If there are some 
domains remaining after repeating the above steps, then it can be determined that the domain service is 
stable within the availability threshold, and repeat the above steps to other pool groups to acquire the 
availability stability for the domain of each pool group. 

 

 
Fig. 2. Service Server Pool Assignment Process 
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Following Fig. 3 illustrates the main algorithm for the proposed model to re-estimate a pool group. 
Hourly domain peak traffic data collected from each server and saved in the DB is summed up on an 
hourly basis. Cumulative data is compared to the availability threshold set by an operation by considering 
the system stability. If the cumulative hourly data is greater than the availability threshold, then transfer 
the domain with the maximum traffic to other pool group. Repeat the above steps on the remaining 
domains after the above domain is transferred. 
 

for ( time count ) { 
for ( domain count ) { 

traffic data = read DB data; 
time sum data += traffic data; 

} 
} 
 
 
long Available capacity = 300; 
 
for ( time count ) { 

while ( Available capacity < time sum data ) { 
for ( domain count ) { 

if ( max data domain check ) { 
move another pool group; 

} 
} 

} 
} 

Fig. 3. Pool Group Re-estimation Algorithm 
 

2.3.  Database Configuration 

Following [Table 1] illustrates the structure of the table where domain’s hourly traffic data is 
managed. ‘pool_group’ is the name field of pool group that is managed, ‘server_ip’ is the IP address field 
for the server that belongs to the pool group and provides domain service. ‘domain_name’ is the name 
field for the domain where service is provided in the pool group. ‘time’ is expressed in 24 hour formats, 
and it is the time information field that represents the duration of traffic data service on a day. 
‘traffic_data’ is the field where the hourly domain peak traffic data collected from the server is saved. Data 
in the table refers to the domain traffic data provided as service from each server and sent to the central 
collection server, so that it can be saved in the DB. The data is the foundation for the service server pool 
assignment process. The table shows the domain traffic data to be analyzed. 

Table 1. DB Table Information 

Field Type Description 

pool_group VARCHAR2 (10) Pool group Name 

server_ip VARCHAR2 (10) Server IP 

domain_name VARCHAR2 (100) Domain Name 

time DATETIME Time (24H) 

traffic_data FLOAT (10) Traffic data 
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3. Result discussions 

Following Fig. 4 illustrates the main screen of the model proposed in this paper.  

 
Fig. 4. Proposed Model Main Screen 

 

It is composed of the menu tree on the left and the body on the right. The menu tree is composed of 
the dashboard that is used to monitor entire operation, and the menus that manage each of domain, pool 
group and server. The dashboard screen shows the hourly pool group traffic data in the table. In the table, 
the data exceeding the availability threshold is marked in red, and the pool graph data for the hour with 
the selected data is illustrated in a graph. The graph shows the cumulative pool group traffic data for a 
specific hour and the availability threshold. 

Following Fig. 5 illustrates the screen to select a pool group that requires re-estimation of a domain. 
Once the pool group is selected, click the get button on the following screen in Fig. 6, and view the list of 
domains where services are provided in the pool group. Before selecting a pool group, for efficient 
distribution, one must first check a group with lots of traffic and a group with less traffic. 
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Fig. 5. Selecting a Pool Group 

 
Fig. 6. Getting the Domain List 

In the following screen of Fig. 7, click the Read button to retrieve the traffic data from the domain list. 
The following screen in Fig. 8 shows the table containing the hourly peak traffic data for every domain in 
the domain list. Hourly traffic peak data for a domain is necessary for executing the service server pool 
assignment process. 

 
Fig. 7. Reading Domain Traffic Data 

 
Fig. 8. Reading Domain Traffic Data Results 

Click the Action button in the following screen of Fig. 9 to check the data obtained by re-estimating 
the domain of each pool group by using the service server pool assignment process. Newly estimated pool 
group’s domain is reflected in the GSLB to change the pool group that provides the domain service. 
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Fig. 9. Reassign Domain Result 
 

The following Table 2 compares the model proposed in this paper before and after application, in 
terms of systems and operation time. The test results for the proposed model indicates that in the past, it 
normally took 2 hours to analyze the domain traffic data and 10 to 20 minutes to apply the analysis 
results, but in the newly proposed model, it takes only less than 5 minutes to analyze and apply results. 
System load frequency is reduced from 13 times a month to 1 time per month, and also the number of 
times to use the reserved server is reduced from 18 times to 2 times. The CPU margin rate is increased 
from 27% to 71%, which indicates that the usage rate is decreased. Overall, the operator’s resource is 
reduced, and thus it is possible to achieve server stability as well. 

Table 2. Analysis and Setup Time Comparison 

Division Comparison Target AS-IS TO-BE 

Operation 

Analysis time 2 hours 

Within 5 minutes 

Setting time 10 ~ 30 minutes 

System 

System load frequency (month) 13 1 

Redundant server usage count 18 2 

CPU Idle (%) 27% 71% 

 

4. Conclusions 

Everyone must have probably experienced the inconvenience of service-use as the internet service 
tends to display images too long or cause buffering during the streaming play, thus failing to provide 
normal service. The causes can be classified into impacts of the user access environment and impacts of 
the service server. Thus, if there are already enough servers in place, then users will not experience any 
inconveniences in service-use. In general, due to economical reasons, such as server implementation costs, 
most of internet service providers have been implementing and operating a single server system, and in 
addition, instead of direction operation, they tend to provide services through those companies 
specialized in server service. This pool group is obtained by grouping a limited number of servers 
providing multiple domain services. Consistently checking the varying domain traffic when processing 
traffic data requires lots of resources from the standpoints of operators. In this method, lots of servers are 
deployed in a pool group, thus successfully improving the traffic availability, but the cost issues cannot be 
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overlooked. In this paper, the author proposes a system to change the pool group that processes the 
domain traffic by checking the hourly traffic of the domain that uses the pool group. The newly proposed 
model can be used by an operator to reduce unnecessary resources and acquire stable traffic availability, 
thus improving the overall efficiency of domain service. 

 In the future, the author suggests that efforts should be made to study how to set the traffic data’s 
availability threshold through a domain traffic analysis and also how to reduce the automated operation 
time. 
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