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ABSTRACT  
 

In current scenario, lot of online news is available for different topics on Internet from 

which textual data is increasing rapidly. Due to this, it becomes essential to organize 

them properly so that important news can be searched easily as well as to avoid data 

loss. One effective solution for this problem is to classify the news into different classes 

or to extract most important and useful information. This paper is an attempt to provide 

a solution for by classifying the news text into different classes. For this, two different 

machine leaning algorithms (Random Forest and Decision Tree) are used. Experiment 

is performed on an online dataset taken from Kaggle to analyze which algorithm can be 

used to provide better results. 
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1. INTRODUCTION  

 

News text is very much essential for having timely information which is also required in 

future. Now a days, Internet is full of news content, and it became a challenging task to 

store this information efficiently so that it can be extracted easily in future on time. News 

text also contain so much of irrelevant information which one is of no use and user want 

to read only crisp point about the news article. For this purpose, news text classification 

concept is used where text is classified based on certain attributes like topic, language, 

author name, date etc. (Stein, 2020). The major application of this classification is that 

it becomes easy to search a particular category of news for which a user may be 

interested which saves time, effort, and money. Supervised machine learning algorithms 

can be used for this purpose where a model is trained using training data and results 

are obtained for a particular dataset. This paper is also an attempt for working in this 
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direction. 

The primary focus of this paper is to extract useful information from news articles. 

This extraction can be done based on topics, sentiments, author etc. In this work, this 

classification is done based on some selected news categories like sports, 

entertainment, politics etc. For this purpose, two different ML algorithms (Random 

Forest and Decision Tree) are used, and experiments are performed on an online 

dataset. Results shows that Random Forest was performing well compared to decision 

tree algorithm in terms of accuracy as well as f1 score. 

 The major contribution of paper will be that it will be very much useful to store 

important information efficiently which will help to save searching time in future and 

data will not be lost. 

This paper is dived into following parts: section 2 describes review of related work 

in area of hand gesture recognition, section 3 focuses on research methodology for 

describing all the necessary steps to be followed to provide results, results are given in 

section 4 and in section 5 conclusion and future scope of this work is provided. 

 

2.  RELATED WORK 

In 2013, support vector machine algorithm was used by researchers to classify twitter 

news into 12 different groups for Sri Lanka (Dilrukshi, 2013). In the same year, a review 

is done for different ML algorithms to classify news text and discuss their pros and cons 

(VasfiSisi  & Derakhshi, 2013). In the next year 2014, authors have discussed new 

classification process and reviewed some existing classifiers and their methodologies 

(Rana, Khalid & Akbar, 2014). A specific review is done by researchers for Indian 

language content where they have reviewed supervised as well as unsupervised 

algorithms for news classification and they have analyzed that supervised algorithm 

performs better than in compare of unsupervised algorithms (Kaur & Saini, 2015). In 

2015, a novel approach (TESC) was also designed for text classification using semi-

supervised learning approach. Two different data sets Reuters-21578 and TanCorp V1.0 

were used for experimental work which shows that TESC performs better than SVM and 

BPNN and provide better scalability also (Zhang, Tang, & Yoshida, 2015). A boosting 

based a combined approach of semi supervised learning and Universum learning was 

proposed for text classification. To analyze the performance of proposed approach 

different data sets are used and it was analyzed that the proposed algorithm was able 

to provide better results in the absence of labeled data (Liu, et al., 2015). In 2016, neural 

network approach was also applied by researchers to check its performance for news 

classification, and it was found that Random Forest was giving accuracy of 73% while 

neural network was able to provide 99.285% of average accuracy with average 

precision rate of 0.76125(Kaur & Khiva, 2016). A different news text classification 

model based on Latent Dirichlet (LDA) was proposed in 2016, which was using topic 

model to select features if news text. This model was able to provide better results for 

reducing the feature dimensions of the news text and improved results were obtained 

for a real news dataset (Li, Shang & Yan, 2016). In 2017, CNN approach was applied by 



2661 | Jyoti Agarwal         News Text Classification Using Machine Learning 

Algorithms 

authors to propose a text classification method. Results were generated on two different 

datasets and more than 96% of accuracy was achieved for both the datasets (Li et al., 

2017). For better accuracy of text classification major challenge is preprocessing of data. 

If data is not preprocessed, then there is major chance of incorrect output. Researchers 

have studies various evolutionary preprocessing tools for English text classification 

(Kadhim, 2018). A text classification study is also done for Indonesian news article 

where authors have explored various ML algorithms and analyzed that SVM was able to 

provide maximum f1 score of 93% (Londo et al., 2019). A comparison is also done 

between Multinomial and Bernoulli Naïve Bayes algorithm based on sentiments of 

newspaper article and concluded that Multinomial Naïve Bayes was able to provide 

slightly better results in compared to other one for the given dataset (Singh, et al., 2019). 

In the same year 10 different classification algorithms are used to classify Arabic text 

from news article where accuracy was between 87-97% (Qadi, et al., 2019). In 2020 text 

classification was also done for Azerbaijani language using ML algorithms and 

sentiment analysis is also done for product reviews (Suleymanov, 2020). Vox media 

dataset of 2017 was used by researchers to classify some important information like 

author name and topic of article in 2020 and analyzed that neural network was giving 

better results compared to tradition ML classification algorithms (Stein, 2020). 

 

3. RESEARCH METHODOLOGY 

The proposed research methodology is shown in Fig 1. Firstly, data is gathered from an 

online source (https://www.kaggle.com/datasets/rmisra/news-category-dataset) and 

its preprocessing is done. After that text tokenization is done where text is divided into 

tin parts. In next step, stemming is done which is word normalization approach used in 

Natural Language Processing (NLP). This process removes suffix from word. After 

selecting the features training and testing of the model is done. For this 80% of data is 

sued for training and rest 20% is used for testing. At the end final prediction is done to 

classify the news text which is shown in Fig 2. 

 

https://www.kaggle.com/datasets/rmisra/news-category-dataset
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Fig. 1. Proposed Research Methodology 

 
Fig 2. Results obtained from Random Forest Classifier 

4. RESULTS ANALYSIS 

Results are obtained from Random Forest and Decision Tree classification algorithms 

which was giving accuracy of 91.94% and 79.19% respectively which shows that 

Random Forest was able to provide higher accuracy in comparison to Decision Tree 

method. This comparison is shown in Table 1. Results obtained from the proposed 

research work are shown in Fig.3 and Fig. 4. 

 

Table 1. Accuracy level of Algorithm 

 

 

 
Fig 3. Results obtained from Random Forest Classifier 

Algorithm Accuracy (%) 

Random Forest 91.94 

Decision Tree 79.19 
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  Fig 4. Results obtained from Decision Tree Method 

5. CONCLUSION AND FUTURE SCOPE 

This research work is about classification of news text using two different machine 

learning algorithms. For this purpose, Random Forest and Decision Tree algorithms 

were used and it was identified that Random Forest was giving better results in 

compared to decision tree algorithm. 

This work will be useful for researchers and academicians to forward their research in 

this direction using more efficient algorithms. In future accuracy can be achieved by 

increasing training level of machine learning model. More classification algorithms can 

also be compared on different data sets to compare their efficiency level. 
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