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Abstract—  After starting to research in the field of machine learning (ML) and scrolling through 

databases which were available on Kaggle, UCI, I was motivated to find more about this database as 

it was an interesting topic to research on and I was intrigued to find how could I find the relation 

between different composition of different components like chloride and sulphates in red wine and 

how with the help of powerful python libraries how can I accurately predict wine quality with 

components by machine learning. Therefore, in this paper, a machine learning based mechanism for 

the prediction of wine quality is proposed.  
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I. INTRODUCTION 

It is always desirable to check the quality of a manufactured product (i.e., wine). Predicting wine 

quality using wine quality dataset. By the comparison between different physiochemical properties 

of red wine and drawing comparison of different components of a wine predict the quality and make 

a classifier based on the comparison. After starting to research in the field of machine learning and 

scrolling through databases, which were available, I was motivated to find more about the quality of 

the wines. It seems an interesting topic of research to find how could I find the relation between 

different composition of different components like chloride and sulphates in red wine and how with 

the help of powerful python libraries and how can I accurately predict wine quality with components 

by machine learning [1], [3], [5], [8], [9].  

II. RELATED WORK 

It was further used for evaluating the wine quality. Aich et al. [1] discovered, some of the machine 

learning based schemes for the assessment of quality of wine via different attributes of wine related 

to its quality. Shruthi [2] collected some samples of different wines along with their attributes. These 

are required for quality checking. The various data mining classification algorithms, i.e., Naive Bayes, 

Simple Logistic, KStar, JRip, J48 were used. The wine was classified into some categories and the 

accuracy of the different algorithms were estimated. Fan et al. [3] designed the models of fitting and 

analysis. The Q cluster analysis and the optimization based mechanism was used to explain the 

relationship between grape and grape wine. The physical-chemical indicators value and the quality 

evaluation have been estimated. Kumar et al. [4] provided a mechanism for the quality prediction of 

the red wine. The datasets were collected from different sources. The techniques, like, “random 

mailto:jaskaran.jsk2001@gmail.com


3247 | Jaskaran Singh             A Machine Learning Based Mechanism For Wine Quality 

Prediction  

forest, support vector machine and naïve bayes were utilized.” Hu et al. [5] used a data analysis 

methodology for the classification of wine as per the categories of quality. A data set of “white wines 

of 4898 observations” obtained from “Minho region in Portugal” was used for the assessment and 

analysis. 

II. PROPOSED METHODOLOGY 

In this paper with the help of python’s powerful libraries like Scikit Learn, Pandas , Numpy, 

Matplotlib and Seaborn, the proposed mechanism help us to predict quality of wine by using random 

forest model to classify the wine on the basis of its components.  

A. Used dataset 

I utilized the data provided by UCI which could be found on Kaggle. This database provides 

information about 10 contents like citric acid, density, alcohol and a quality rating from 1 to 10. It has 

records of 1599 Red wine samples in a .csv format.  

B. The interface 

The proposed mechanism is designed by utilizing the powerful environment Google Colab which is 

a powerful Jupyter Notebook like Environment provided by Google for a smooth and powerful 

experience. It provides us with a clean and better visualized experience when working on it. 

C. Libraries used 

I used a handful of libraries for the proposed mechanism for a better visualization and to increase 

my accuracy to provide a well predicted model. Details are given below.  

1) Pandas: Pandas helped me to load the data from dataset and helped me to better structure the 

data and organize it. 

2) Numpy: Another helpful library to perform Linear Algebra on the Data 

3) Matplotib: A library which helps us to visualize our Data 

4) Seaborne: A very powerful Visualization library to help visualize relation between different 

components  

5) Scikit learn: A Powerful library which helps us to perform machine learning on our data by 

splitting data and perform Machine learning operation on Data using inbuilt Models 

6) PCA and classifiers: After visualization of the relation between different components and the 

quality of the wine, I convert the data in to a classification problem by making a new column called 

Classify in which I classify the quality of wine into 3 groups and then I perform PCA (principal 

component analysis) for Linear dimensionality reduction by using components which have highest 

relation to quality of wine. Then I Split the data into training and testing data. After this I using Scikit 

learn I use Random Forest Classifier to train the machine to a Model using training data and test it 

using test data.  Then I use metrics to find confusion matrix, accuracy and classification report. 

C. About random forest model 

Random forest method creates decision trees via the data samples and then obtains the prediction 

from each of them. Finally, it selects the best possible solution via a voting mechanism. “It is an 
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ensemble mechanism, which is better than a single decision tree as it does the reduction in over-

fitting through averaging the result [7], [8], [9], [10].”

 

 

Fig. 1. Scenario of random forest model 

  

Fig. 2. Flow of activities in proposed mechanism 

The flow of different activities of proposed mechanism is given in Fig. 2. It is divided into various 

phases, i.e., “data collection phase” in which the dataset of different wines has been collected. 

However, it’s not in the proper form. Therefore, we need some data cleaning and pre-processing, 

which is performed here. Then dataset become ready for the machine learning model (ML), which 

is random forest in our case. After that the prediction of the quality of the wines has been made. On 

the basis of the obtained results and quality assessment of the wine has been done. It is done as per 

the different available categories of wines. 
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III. SIMULATION AND IMPLEMENTATION  

In this section, we provide the details of the implemented proposed mechanism. We have 

implemented the mechanism via the random forest machine learning model [6], [8], [11]. For  

the testing purpose, we use the wine dataset, which is available at UCI [11]. For the implementation 

part, the Google Colab has been utilized along with python and supported libraries.  We have 

achieved 89% accuracy in the best case along with the 0.93 F1 score.   

 

 

Fig. 3. Correlation matrix of implemented system 

 

 

Fig. 4. Results obtained 

V. CONCLUSION 

It was essential to find out the relationship between different composition of different components 

like chloride and sulphates in red wine. It could be performed with the help of powerful python 

libraries. I accurately predicted wine quality with components by machine learning. A machine 
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learning based mechanism (i.e., random forest has been utilized) for the prediction of wine quality 

has been presented. We have achieved 89% accuracy in the best case along with the 0.93 F1 score.     
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