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Abstract: 

In this era of machine learning and artificial intelligence, natural language processing 

applications are in high demand. For the development of almost all the natural language 

processing applications assignment of semantic informationis the fundamental component. 

This component assign the correct semantic information to individual word. In this 

research paper,we proposea stochastic approach for the development of system to assign 

correct semantic information for one of the morphologically rich Indian language i.e. 

Punjabi language. We have used annotated corpus available by Indian language corpora 

initiative to train the system. Thisdata is used for training and approximately 99k 

sentences collected form internet are used for testing.Further the developed system is also 

capable to assign the part of speech tag to unknown words. On testing the system, author 

claimed an accuracy of 89.33%. 
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Introduction: 

With the advancement of artificial intelligence, natural language processing applications 

are in hot demand. Whether we talk about text processing systems, machine translation 

systems, text to speech system, speech to text systems, chat boats and many more, all are 

directly or indirectly applications of natural language processing. Siri, Alexa and Google 

Assistant are some of most commonly used software. For the development of almost all the 

natural language processing applications some fundamental task are required. Part of 

speech tagger is one of such task that is performed as pre-process for almost all the NLP 

applications. In every language, there are many words which plays different roles in 

different context. When morph is applied on such word then morph will assign all possible 

part of speech tags that this word can have. The fundamental task of the part of speech 

tagger is to disambiguate the multiple part of speech assigned to single word.This task 
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becomes more difficult if the language is morphologically rich and almost all Indian 

languages are morphologically very rich. Therefore, it becomes a challenging taskto 

develop a part of speech tagger for Indian languages. This attracts a number of researchers 

to develop the POS tagger for Indian languages. 

Introduction to Part of speech tagger: 

Tagging can be considered as a classification problem in which one has to assign the 

correct word class (nouns, verb, adverbs, adjectives, pronouns, conjunction and their sub-

categories) to the token. The word class is in the form of tag called part of speech tag or 

semantic information. Consider the following Punjabi example: 

Punjabi: ਦੋ ਸੋਹਣੇ ਮ ੁੰ ਡ ੇਜਾਂਦੇ ਹਨ 

Transliteration:(do sohane mude jande han) 

Translation:Two handsome boys go. 

After assigning semantic information the output will be:  

ਦੋ_ CDPDਸੋਹਣੇ_AJUਮ ੁੰ ਡ_ੇNNMPD ਜਾਂਦੇ_ VBMAMPXXXINDA ਹਨ_ VBAXBST1 

In above example, the grammatical information is assigned to each word in the form of tags 

called part of speech (POS) tags  

Introduction to Punjabi language: 

Punjabi is one such morphologically rich Indian language. It belongs to Indo-Aryan family 

of languages. It is mostly used in the north regions of India and West Pakistan. It is spoken 

as the primary language in the states of Punjab. It is spoken by more than 100 million 

persons in India. Other than India, Punjabi language is spoken by many migrated Indian in 

Canada, UK, Australia and many other countries.  

Existing Work: 

Basic approaches used for development of POS tagger falls into two categories i.e. 

stochastic based approach and rule based approach. Stochastic based approach is used 

when the developer has very small knowledge of the language for which POS tagger is to be 

developed. Also this approach is easy to implement. On the other hand to implement rule 

based approach, thorough knowledge of language is required. This approach is difficult to 

implement as compare to stochastic based approach.A number of authors tried different 

approaches to develop POS tagger for different languages. These includes POS tagger for 

English language using transformation rules by Brill [1]. The system showed an accuracy of 

95 %. Another POS tagger for Myanmar using HMM was developed by Zin and Thein [2] 

and reported 97.56 % accuracy. Like in Hindi Language also, many researchers tried to 

develop POS tagger. These include AnnCorra (Lexical Resources for Indian Languages 
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(LERIL) has a project called "Annotated Corpora" [3]).Further, Mishra and Mishra [4] used 

rule based approach, Garg et al. [5] also implemented a POS system with 85.47% precision 

using rule-based approach, Singh et al. [6] used morphological analysis and CN2 algorithm 

and got 93.45 % of accuracy, Dalal et al. [7] used maximum entropy Markov model and 

obtained 94.38 % accuracy.Various techniques have been used by various researchers to 

develop POS tagger for Punjabi language (Language similar to Hindi language). These 

techniques includes Rule based approach used by [9], HMM based approach used by [10], 

N-gram based technique used by [11], Reduced tagset used by [12], Neural network based 

POS tagger developed by [13], GA based approach used by [14], bi-gram based approach 

used by [15], hybrid approach i.e. combination of HMM and rule based by [16],SVM based 

technique used by [17] and machine learning approaches used by [18]. 

Proposed approach: 

In this research, author used stochastic technique to develop the Punjabi POS tagger. This 

technique is a statistical techniques and is widely used to develop natural language 

processing applications like detection of unknown POS tag in Punjabi language [15], to 

develop part of speech tagger for Punjabi language[11][13], to develop grammar checker 

[21][22][23][24]. To implement this technique, a large amount of annotated corpus is 

required. This annotated corpus can be either manually generated or standard annotated 

corpus available for research. In this research, author used pre-existing standard annotated 

corpus available at Indian Languages Corpora Initiative [20]. This research work is 

completed in two phases. In the first phase, trigrams probabilities from annotated corpus 

are calculated and stored in a database. In the second phase, input text is assigned 

appropriate parts of speech as per the trigram probabilities calculated in first phase. In the 

following section, both of these phases are discussed briefly.  

Phase 1 (Creation of trigram probabilities): 

Annotated corpus available at ILCI is used to create trigram probabilities. First all the ILCI 

corpus is broken into sentences and then from each sentence part of speech tags are 

extracted. From these extracted POS tags, trigrams are generated. This can be further 

explained by following example: 

Annotated Sentence: ਦੋ_ CDPDਸੋਹਣੇ_AJUਮ ੁੰ ਡ_ੇNNMPD ਜਾਂਦ_ੇ VBMAMPXXXINDA ਹਨ_ 

VBAXBST1 

 

Extracted POS pattern: CDPD_AJU_NNMPD_ VBMAMPXXXINDA_ VBAXBST1 

 

Trigrams of POS patterns: 
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Following trigrams are generated from the POS patterns 

 

 

 

After generation of trigrams, probability of each trigram is calculate by using the following 

formula: 

In above formula ti is the current tag, ti-1 is the previous tag and ti+1 is the next tag. Some 

sample entries are provided in the following table 1: 

Table1: Sample entries of trigram probabilities 

CDPD_AJU_NNMPD 

AJU_NNMPD_ VBMAMPXXXINDA 

NNMPD_ VBMAMPXXXINDA_ VBAXBST1 

VBMAMPXXXINDA_ VBAXBST1_None 

VBAXBST1_None_None 
 

Probability to calculate trigram =  
Count (ti−1_ti_ti+1)

Total number of trigrams
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The complete work flow to generate the trigram probability is shown in  

 

 

figure1.  

Figure 1: Generation of trigrams from annotated corpus 

 

Annotated 

dataset for 

training 

Calculations of unique 

tri-gram probabilities 

Data set 

containing 

unique tri-gram 

probabilities 

Break corpus into 

individual sentences 

Generation of trigrams from 

sentences 



6263 | Vikas Verma         Assigning Correct Semantic Information Using Stochastic 

Model 

 
 

 

Phase 2: (Assigning correct part of speech tag to each token): 

In this phase, correct part of speech tag is assigned to each tag using the trigram 

probabilities calculated in phase 1. As in each language there are many words which have 

different semantic information in different context. Consider the following example: 

ਸਸਪਾਹੀਦੀਮੌਤਹੋਗਈ_sipahi di mauta ho ga'i (Soldiers die) 

ਸਮਿਤਕਸਸਪਾਹੀਨ ੁੰ ਬਚਾਇਆਸਗਆ_mritaka sipahi nu baca'i'a gi'a (Dying soldier rescued) 

ਜੁੰਗਸ ਿੱਚਫੌਜੀਮਰਦੇਨਹੀਂਸ਼ਹੀਦਹ ੁੰ ਦੇਹਨ।_jaga vica phauji marade nahim sahida hude hana. (In war, 

soldiers do not die but martyrs ) 

In above three sentences, the word ਮਰਦੇ(marade) has different semantic meaning. In the 

first sentence, word ਮਰਦੇ(marade) is verb, in second sentence word ਮਰਦੇ(marade) is 

adjective and in third sentence word ਮਰਦ(ੇmarade) is noun. When morphological analyzer 

is applied on any of the above sentences then the three different types of grammatical 

information will be assigned to word ਮਰਦੇ(marade). Thus the results obtained after 

applying morphological analyzer will be: 

(ਸਸਪਾਹੀ_NNMXD ਮਰਦ_ੇVBMAMPXXXINDA/AJIMSO/NNMXDਗਈ_VBOPMPXXPINIA 

।_Sentence ) 

(ਮਰਦ_ੇVBMAMPXXXINDA/AJIMSO/NNMXDਸਸਪਾਹੀ_NNMSO ਨ ੁੰ _PPUNU 

ਬਚਾਇਆ_VBMAMSXXPTNIA ਸਗਆ_VBOPMSXXPINIA ।_Sentence ) 

(ਜੁੰਗ_NNFSO ਸ ਿੱ ਚ _PPIBSD ਸਸਪਾਹੀ_NNMXD ਮਰਦ_ੇ 

VBMAMPXXXINDA/AJIMSO/NNMXDਨਹੀਂ_PTUN ਸ਼ਹੀਦ_AJIBXD ਹ ੁੰ ਦ_ੇVBMAMPXXXINDA ਹਨ 

_VBAXBPT1 ।_Sentence ) 

As shown above, the word ਮਰਦhੇas been assigned three types of grammatical information 

i.e. VBMAMPXXXINDA/AJIMSO/NNMXD. Now the POS tagger's job is to assign the tags 

which are correct POS tag. As per our algorithm this problem will be solved as follow: 

First trigrams of the input sentence having ambiguous words (multiple tags to a specific 

word) are generated. Therefore in the first sentence, the trigrams will be: 
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NNMXD _VBMAMPXXXINDA _VBOPMPXXPINIA 

NNMXD_AJIMSO _VBOPMPXXPINIA 

NNMXD_NNMXD _VBOPMPXXPINIA  

Probability of all above trigrams is checked from the trigram probability database created 

in phase1. The trigram having maximum probability will be assigned as the correct POS tag. 

The complete architecture of this phase is explained in figure 2. 

 

Figure2: Calculation of trigram probabilities 

 

Annotated data used for creating trigrams: 

The annotated corpus used for creation of tri-grams is taken from Indian Languages 

Corpora Initiative (ILCI). This data is freely available at [20].for research purpose. The 

details of the annotated corpus is provided in table 2. 

Table 2: Details of corpus taken from ILCI 

Details of Domain 

in the corpus 

Total 

files 

Overall sentences 

count (approximate in 

thousands) 

Overall words 

count 

(approximate in 

thousands) 

Agriculture 15 120 1023 

Entertainment 15 137 1432 

Tourism 15 114 1209 

Tokenize 

Input Sentence 

Apply 

Morphological 

Analysis 

Create trigrams of 

input sentence 

Assign the tag 

having maximum 

probability 

Sentence 

output without 

any change 

Output 

Disambiguate 

sentence 

Is there any 

ambiguity 

Tri-gram 

probabilities 

NO 

Yes 
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Health 15 121 1378 

Total 60 492 5042 

 

Size of training set:492Ksentences (approximate) 

Size of testing set: 99K sentences (approximate) collected from reliable online resources 

like newspaper websites. 

 

Result and discussion: 

After calculating the tri-gram probabilities from training set, testing of the developed 

system is performed using testing data. The testing data is divided into five sets 

(approximate 20000 sentences in each set). On testing the system, the results obtained are 

tabulated in table 3. 

Table 3: The outcomes of the proposed system's testing 

Set 

No. 

Number 

of 

sentence

s 

(approx 

in 

thousan

d) 

No. of 

words 

(approx 

in 

thousan

d) 

No. of 

words 

having 

ambiguit

y 

(approx 

in 

thousan

d) 

(A) 

Numbe

r of 

words 

assigne

d 

correct 

tag by 

system 

(B) 

Numbe

r of 

words 

assigne

d 

incorre

ct tag 

(C) 

Precisio

n 
B+C

A
 X 

100 

Reca

ll 
B

A
X 

100 

F score 
Precision X Recall

precision+recall

X 2 

Set_

1 

20 182 21 
18845 

291 91.12 89.7

4 90.43 

Set_

2 

20 206 14 
12391 

383 91.24 88.5

1 89.85 

Set_

3 

20 211 25 
22458 

321 91.12 89.8

3 90.47 

Set_

4 

20 199 19 
16895 

433 91.20 88.9

2 90.05 

Set_

5 

20 223 32 
28573 

601 91.17 89.2

9 90.22 

Tota

l 

100 1021 111 
99162 

2029 91.16 89.3

4 90.24 
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Figure 3: Results obtained on testing the proposed system 

Further overall accuracy is calculate using the following formula: 

 

Overall accuracy = 
Number of correctly Tagged Words

Total Number of ambigous words
 

  =
99162

111000
 = 0.8933 or 89.33% 

Comparative analysis with existing systems:  

Author compared the developed system with state of art existing systems. The developed 

system was compared with HMM with Reduced tagsetsystem developed by Manjit kaur et 

al. [12], System developed using Genetic Algorithm by Kamaljot Singh [14], Support Vector 

System developed by Kumar and Josan [17],   HMM and Rule based System developed by 

Singh and Goyal [25]. The comparative analysis is shown in table 4: 

Table 4: Comparison with existing approaches 

POS tagger systems Technique used Accuracy 

Manjit kaur et al. [12] HMM with Reduced tagset 93.5 

Kamaljot Singh [14] GA 90.63 

Kumar and Josan [17] SVM 89.86 

87.00

88.00

89.00

90.00

91.00

92.00

Set_1 Set_2 Set_3 Set_4 Set_5 Total

RESULTS OBTAINED AFTER TESTING 
THE SYSTEM

Precision Recall F SCore
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Singh and Goyal  [25] HMM and Rule based 93 

Proposed system Stochastic technique 89.33 

 

 

Figure 4: comparison of proposed system with existing systems 

Conclusion and Future Scope: 

In this research paper, author proposed stochastic part of speech tagger for Punjabi 

language (one of the most morphologically rich Indian languages). Author used trigram 

probability to disambiguate the ambiguous tags. To create the trigram probability author 

used annotated corpus provided by Indian language corpora Initiative (ILCI). This whole 

corpus is used to develop trigram probabilities and approximate99k sentences collected 

from reliable online resources are used to test the system. On testing the system on this 

99k sentence corpus, author obtained an accuracy of 89.33%. From result it is observed 

that the proposed system achieved comparable accuracy as compare to other state of art 

developed POS taggers. One more advantage of author’s proposed system is that it can also 

assign the grammatical information to the unknown words i.e. word which is not present in 

the lexicon. In future, this accuracy can be further enhanced by increasing the training data 

and also the developed technique can be applied on other similar languages (morphological 

rich languages). 
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