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Abstract- Object Tracking is becoming very popular these days in the computer vision field. It is the process of tracking 
an object across a sequence of frames. Deep Sort is a very fast and powerful tracking algorithm. It has a practical way of 
approaching multiple object tracking problems. It uses the appearance information to track objects through occlusions 
and thereby reducing the identity switches. Performance evaluation and comparison have been performed on pedestrian 
tracking using the Deep Sort algorithm in conjunction with the various state-of-the-art object detectors: YOLO, SSD and 
FasterRCNN. Criteria for Evaluation, datasets used for evaluation, along with the quantitative results have been described 
and discussed in this work. 
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I. INTRODUCTION 

Videos are sequences of images or frames that are viewed at a high enough pace for human eyes to perceive 
content continuity. Object detection in video and images entails identifying and locating an object in the image. 
In a video series, object tracking involves keeping track of an object's spatial and temporal shifts, such as its 
presence, position, scale, and shape. Since tracking starts with object detection, which iteratively verifies the 
tracking, the two are inextricably connected. There are some frames where the visual appearance of the object 
is not clear, while there is a moving object in a video.  In that case, the detection fails but is overcome by tracking 
as it also contains the motion pattern and the history of the object. Some challenges in object tracking: 

1. Occlusion: It occurs when an object that is being tracked is hidden by another object. Like two people 
walking past each other or a car entering into a tunnel.  The problem, in this case, is what to do when the 
object reappears. 

2. Background clutter: Background clutter occurs when the background near the object is the same color 
or texture as the object. As a result, tracking the object in a cluttered background becomes difficult. 

3. Appearance change: A point of view of an object can look very different visually without the context.  
Therefore, it becomes very difficult to identify the object using only visual detection. 

The goal of this paper is to compare the state-of-the-art tracking algorithm using the Kalman filter and deep 
associations with a variety of state-of-the-art deep learning-based detectors for the pedestrian dataset. We 
have also discussed the various shortcomings of each detector when implemented on the pedestrian dataset. 

The outline of the paper is in this manner. The literature review and various methods for pedestrian 
monitoring are discussed in Section 2. The different monitoring methods are discussed in section 3. The 
paper's Simple Online Real-time Tracking with a Deep Association Metric was defined in section 4. In Section 
5, we compare and contrast the various deep learning-based detectors. In section 6 and section 7 pedestrian 
dataset and evaluation metrics have been explained. In 8 we have discussed our results and 9 is Evaluation 
Analysis & Conclusions. 

 

II. LITERATURE SURVEY: 

2.1   Multiple Object Tracking with Mean Shift  and CAMShift:  

Wang. M., Li. W. et. al., [1] present a tracking system for multiple targets in occlusion and illumination-
sensitive scenes. The system made use of the CFMS (Combination Feature and Mean Shift) algorithm, which 
is an extension of Mean Shift. Center position, distance, height, area, and Harris corners are the five features 
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used for multiple object tracking. The proposed double threshold Harris corner detection algorithm is ideal 
for multiple tracking videos with occlusions because it extracts Harris corner information. The corners in the 
occluding area were identified using the K-NN classifier. As a consequence, a system based on feature fusion 
and the mean shift algorithm is developed to track multiple objects more efficiently. 

S. S., Kondo T. Et. al., [2] proposed the CAMShift algorithm for multiple tracking targets. This technique 
searches objects with the same hue value and pattern shape recognition for one selected object as a template. 
For missing objects in the frame, the frame is searched for most similar-looking objects and tracks them. This 
technique separates a target object from the background containing noise. The object recognition method 
counts objects to be tracked. 

To solve the occlusion issue, [3] proposes an improved mean-shift tracking method. The theory of occlusion 
layers is implemented to form a relationship between the occluding and non-occluding regions of pedestrians 
to overcome occlusion. The occluded pedestrians are progressively modified to remove the impact of 
occlusion. The proposed algorithm is efficient for tracking occlusion amidst pedestrians where the traditional 
tracking algorithm fails. 

In  [4],  Yan et al. proposed an algorithm based on Camshift and Kalman filtering for pedestrian tracking. 
iteratively calculating the best matching window and spatial information is done using the Camshift 
algorithm. To predict the state of a moving object, the Kalman filter is used. The method is experimentally 
suitable for pedestrian tracking. 

2.2 Multiple Object Tracking with Optical Flow:  

Yamamoto et al. proposed in [5] a method for extracting the optical flow from a series of images and tracking 
moving objects in real-time using a flow of vectors. The generalized gradient model [6], [7], which calculates 
spatial and temporal intensity gradients, is used to calculate optical flow. In each image, a region with similar 
flow vectors is extracted, modified, and tracked. Optical flow is extracted using a special image processor [8], 
[9] to track the object in real-time. With this method, the system tracks two overlapping objects. The 
disadvantage is that the motion of the object obtained is not precise if the shape of the object is not 
rectangular.  

Urban Tracker (UT) [10], [11], and Multiple Kernelized Correlation Filter Tracker (MKCF) [12] are two 
trackers that use background subtraction to obtain foreground blobs to track multiple objects in a frame. The 
presence of foreground blob merging, fragmentation, and background subtraction induced by shadows are 
all disadvantages of images generated by background subtraction methods in the scene. To address these 
issues, J. P. Jodoin et al. proposed a system that combines context subtraction [13], optical flow [14], and edge 
detection to form a binary image of foreground blobs. For each blob in the image, the dense optical flow is 
then computed. To get the edges of the foreground objects, they use the Canny edge detector [15] on both the 
blobs and the background image. Finally, it changes the object sizes, separates close objects that appeared as 
a single blob during background subtraction, and removes noise. With all of this data, the authors' method 
creates a  binary image addressing fragmentation, merging, and noise removal, resulting in a more precise 
result. 

2.3 Multiple Object Tracking with Kalman Filtering 

Li et al. introduced a Kalman filter for object tracking in [16], which uses the object's current location and 
bounding box to predict the position of the object in the next frame, minimizing the time spent looking for a 
moving object. It also establishes corresponding relationships through features to handle separation after the 
objects are merged. The experiments show that the proposed approach achieves reliable monitoring. 

In [17], Xi Chen et al. proposed an unscented Kalman filter (UKF) for a more accurate and reliable detection 
cum tracking framework using a  nonlinear tracking algorithm. This approach differs from traditional Kalman 
filtering (KF), which fails to achieve optimal estimation in nonlinear tracking situations. UKF is used for linear 
and nonlinear tracking because of the unscented transform. It estimates the temporal information for each 
detected object and tracks many moving objects even while in occlusion. As a result, the proposed method is 
very accurate for detecting multiple objects having non-linear motion and also suffering from occlusion. 

In [18], M. Meuter et al. present a camera-based pedestrian tracking, which is a time-efficient estimation 
framework. Image processing techniques are used to identify objects of interest in each frame. They created a 
new approach for estimating target movement while taking into account host movement and intrinsic and 
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extrinsic camera parameters. The spatio-temporal model is combined in an unscented Kalman filter. Therefore, 
it is well equipped to tracking moving objects even if suffering from occlusion. 

III. TRACKING TECHNIQUES 

3.1 Mean Shift  

It is an algorithm that moves data points in a neighboring region towards the mean of data points in that 
region iteratively[19]. 

Consider a set S of n data points xi in a d dimentional Euclidean space X. Let K(x) be a kernel function that 
represents the number of points that contribute to the mean estimation. 

Then, the mean m at location x of the  kernel K is given by 

                                                                             m(x) = 
∑ 𝐾(𝑥−𝑥𝑖)𝑥𝑖

𝑛
𝑖=1

∑ 𝐾(𝑥−𝑥𝑖)𝑛
𝑖=1

                                                            (1) 

where the mean shift is denoted by m(x) -x. 

The mean shift algorithm moves to its mean iteratively. 

m(x) moves closer to x with each iteration. 

The algorithm comes to a halt when m(x) = x. 

The x trajectory is generated by the sequence of x, m(x), m(m(x)),... 

If the mean is estimated at several points, all of the points are changed at the same time during each iteration. 

So, kernel K  a function of ‖𝑥‖2 is 

                                                     K(x) = k(‖𝑥‖2)                                                                   (2) 

where, k is the profile of K and is nonnegative, nonincreasing i.e. k(x) ≥ k(y) if x < y and piecewise continuous 
and   

                                                                               ∫ 𝑘(𝑥)𝑑𝑥 < ∞
∞

0
                                                               (3) 

The probability density is estimated using kernel density estimation (Parzen window technique). 

The mean squared error between the estimate and the actual density  is minimized by the Epanechnikov 
kernel and is used to estimate the validity of a kernel density estimator. Objects are detected by matching the 
color probability. Hence, mean shift is used to estimate the color probability and target location. 

3.2 Continuous Adaptive Mean Shift (CAMSHIFT)  

Continuously Adaptive Meanshift (Camshift) [20] is an extented version of the meanshift 
algorithm which provides more accuracy and robustness to the model.  With the Camshift 
algorithm, the size of the window keeps updating when the tracking window tries to converge. 
It uses the color information of the object for tracking. It also provides the best fitting 
tracking window for object tracking. It  first applies meanshift,  then adjusts the window size 
as follows:  

                                                                                    s = 2 x √
𝑀00

256
                                                                 (4) 

It then determines the ellipse that fits it the best. Then, with the newly scaled search window and the previous 
window, apply the meanshift once again. This procedure is repeated until the accuracy is good. 

3.3 Optical Flow 

The primary method for measuring motion frame intensity, which can be related to the motion of objects in a 
scene, is optical flow. It provides a brief overview of both the areas of the frame that are moving and the speed 
at which they are moving. In practice, computation of optical flow is sensitive to multiple objects tracking with 
occlusion and illumination changes.  
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The problem of optical flow may be expressed as [21]: 

Consider a pixel I (x,y,t) in the initial frame that moves by a distance (dx, dy) at dt intervals in the next frame. 
Assuming that the pixel strength is constant,  

                                                                         I(x,y,t) = I(x+dx, y+dy, t+dt)                                                    (5) 

After eliminating the generic terms, divide by dt using the Taylor series approximation, 

                                                                         fxu + fyv + ft = 0                                                                        (6) 

where, 

fx = 
𝜕𝑓

𝜕𝑥
 ; fy = 

𝜕𝑓

𝜕𝑥
                                                                         (7) 

u = 
𝑑𝑥

𝑑𝑡
 ; v = 

𝑑𝑦

𝑑𝑡
                                                                          (8) 

This equation is called the Optical Flow equation. where fx and fy are image gradients, ft is the time  gradient, 
and (u,v) is unknown. 

3.4 Kalman Filtering  

Based on a dynamic model, the Kalman filter  tracks moving objects by  estimating a state vector containing 
the target's parameters, such as location and velocity. Since different movement conditions and occlusions can 
impede an object's vision tracking. It is considered to employ the Kalman filter technique, which allows for 
minor occlusions and complex object movements. The Kalman filter is a recursive estimator that calculates the 
current state based on previous states and measurements.  

In 1960 R. E. Kalman presented the Kalman Filter (KF) [22], which extracts the useful signal from noisy 
measurement variables. The measurement variables are used as input signals, and it is based on the system's 
statistical characteristics and measurement noise. A prediction equation and an update equation describe the 
entire operation. 

                                                                x(n) = F∙X(n-1) + Vq(n-1)                                                           (9)  

                                                                    y(n) = H∙X(n-1) + Vp(n-1)                                                        (10)                                                                                                                                    

where x(n) is the state variable  and y(n) is the measurement variable . F is the state transition matrix and H is 
the measurement matrix. Vq(n) is sytem noise and Vp(n) the measurement noise.  

 

IV. SIMPLE ONLINE REALTIME TACKING WITH A DEEP ASSOCIATION METRIC (DEEPSORT ) 

Deep SORT [23], an extension of [24] SORT, is one of the most widely used frameworks (Simple Real time 
Tracker). Nicolai et al. [23] used appearance information to improve SORT's performance. This extension 
allows objects to be tracked over longer duration of occlusion, and ttherefore  reduces the number of identity 
changes. 

4.1 Sort with Deep Association Metric 

A hypothesis by Nicolai et al. [23] using recursive Kalman filter along with data association from frame to 
frame.  

Nicolai et al. uses the  Kalman Filter for multiple object tracking benchmarks. Nicolai et al. described a tracking 
scenario on an eight-dimensional state space (u, v, γ, h, x’, y’, γ’, h’) representing a bounding box with centre 
position (u, v), aspect ratio γ, height h. , which represents a bounding box with a centre location (u, v), aspect 
ratio h, and height h. The bounding box coordinates (u, v, γ, h) are passed as observations in a Kalman filter, 
which is based on the constant velocity linear model. It also has a parameter that monitors and deletes tracks 
of  objects that are no more the contenders. The Kalman filter trackes the new bounding boxes, and associates 
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new detections with new predictions. The squared Mahalanobis distance is used  to incorporate the motion 
information and calculate the associations. 

The Mahalanobis distance is a multivariate distance metric used to calculate the distance between two points. 
Formula to compute Mahalanobis distance: 

D2 = (x-m)T ∙C-1∙(x-m)                                                            (11) 

where, D2 is the squared Mahalanobis distance, x is the observation vector, m is the vector of mean values of 
independent variables, C-1 is the vector of independent variable mean values, (x – m) s the distance of the vector 
from the mean divided by the covariance matrix, and (x – m) is the distance of the vector from the mean divided 
by the covariance matrix (or multiplied by the inverse of the covariance matrix). The squared Mahalanobis was 
used by Nicolai et al. to determine the difference between expected Kalman states and newly arrived 
measurements: 
                                                 d(1)(i, j) = (dj − yi )TSi −1(dj − yi ),                                                       (12) 

where (yi,Si) denotes the projection of the i-th track distribution into measurement space and dj denotes the 
j-th detection.. It how much  the detection is away from the mean track location. As in the paper, to remove 
unwanted associations a threshold is put on the  Mahalanobis distance to be at a confidence interval of  95% 
calculated from the inverse chi-square distribution .  

          b (1) i,j = 1[d (1)(i, j) ≤ t (1)]                                                                (13) 

The Mahalanobis distance is an appropriate association metric when motion uncertainty is minimal. The 
expected state distribution is obtained using the Kalman filtering framework, which gives a rough idea of the 
object position. It makes the Mahalanobis distance ambiguous for tracking through occlusions. Therefore,  
Nicolai et al. clubbed a second metric.  

d(i.j)
(2)

= min{1 − rjTrk(i) | rk(i) ∈ Ri}                                                      (14) 

 bi,j(2) = 1[𝑑(𝑖,𝑗)
(2)

≤ t(2)]                                                                        (15) 

The equation gives as a binary variable to indicate a valid association. 

           ci,j = λ 𝑑(𝑖,𝑗)
(1)

+ (1 − λ)𝑑(𝑖,𝑗)
(2)

                                                                (16) 

             bi,j =∏ 𝑏𝑖,𝑗
(𝑚)2

𝑚=1                                                                                  (17) 

As a result, (16) is a weighted sum to construct the association problem, with the association admissible if it 
is within the gating region of both metrics (17). 

When object occlusion persists for a longer time, it gives rise to an uncertainty in the object position due to 
which the probability mass spreads out and the observation likelihood becomes uncertain. Matching Cascade 
is used to solve the assignment problem while calculating measurement-to-track associations. When two 
tracks show same detection, the Mahalanobis distance becomes more uncertaint as  the standard deviation 
of any detection is levrages to the average of the predicted track. As a result, Nicolai et al. [23] established a 
matching cascade that prioritises frequently occurring objects. 

In the whole framework detections are provided from an object detector , Kalman filter  which does the 
tracking  and  Matching Cascade to  solve the association problem. 

Nicolai et al. introduced the appearance feature vector. So, first create a classifier and train it with high accuracy 
on the dataset, and then remove the final classification layer. Then, with a dense layer produces a feature 
vector, which is to be classified. The object's appearance descriptor is represented by this feature vector. 
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The CNN architecture of the network is shown in Figure 1. The deep association clock consists of a  residual 
network [25], two convolutional layers and six residual blocks. The  dimentionality of the  features map 
computed by the dense layer is 128 .  A  batch layer  and l2 normalization projects feature onto the unit 
hypersphere to be compatible with the cosine appearance metric.  

 

Figure 1: Deep SORT Architecture 

 

V. STATE-OF-THE-DETECTORS 

There has been a significant advancement in the area of object detection following the discovery of CNN and 
deep learining. Graphic Processing Units (GPUs) through parallelization has significantly helped in reducing  
the problems related to the the real-time processing associated with complex CNN computations. Thereby 
CNN can be easily used for real time video processing. 

Since 2012, many deep learning algorithms and CNN architectures have been  proposed such as R-CNN and 
its various other versions such as [26], [27], [28], [29]. Similarly variants of You Only Look Once (YOLO) are  
also available  [30], [31], [32], [33]. For detecting object, we applied different object detection framework 
namely, Faster Region CNN (FRCNN) , Single Shot Detector (SSD) [34] and YOLOv4  [33]. The FRCNN model 
is comprised of two steps . In the first step a deep convolutional network is used for generating region 
proposal which are classified into different objects in the second step. On the other hand in  SSD only a single 
shot is required to detect objects. Therefore detection is SSD is quite fast as compared to FRCNN. SSD extracts 
feature maps and uses , a 3 × 3 convolution filter  to each cell for prediction. In  2016, YOLO Joseph Redmon  
proposed YOLO. Unlike the other region based detectors, YOLO passes the entire  image only once to a CNN , 
and this makes it very fast. The image is split  into grid of  m by m, and bounding boxes and their class 
probabilities are generated. YOLOv2 introduced batch-normalization and a reduced localization error and 
better  recall when  compared to region-based detectors. YOLOv3 was released in 2013 and is known for its 
high accuracy. It has replaced softmax with logistic regression. Recently, YOLOv4 is proposed by  Bochkovskiy 
et al. with a great improvement on YOLOv3. It has an improved MAP (mean Average Precision) by 10% and 
FPS (Frame per Second) by 12%.  

In this paper, we compare tracking results, with three different detectors : Faster Region CNN (FRCNN) , SSD 
and YOLOv4. Throughout this work, we applied the Faster Region CNN (FRCNN), SSD and YOLOv3, YOLOv4 
with default parameters. We disregard all other classes and only pass pedestrian detection results to the 
tracking framework if the performance probability is greater than 50%. 
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VI. DATASETS  

Multiple benchmarks exist for evaluating tracking models, the most commonly used is multiple object 
tracking (MOT) [35] . MOT Challenge  is a competition used to benchmark multiple object tracking models. 
The dataset has video sequences labelled with bounding boxes for each pedestrian and is collected from 
multiple sources, which differ in resolution, frame rate, illumination etc. There are two variations of the 
challenge. In one task, there is the raw video sequences, and thus need to do both: detection and tracking. In 
the other, there is the sequences along with a set of detections, and the task is to make an as accurate tracker 
as possible using these detections.  

We have evaluated and compared the tracking results arising from differens state of the art detectors on MOT 
2016. The MOT16 data set is a data set proposed in 2016 to measure the standards of multi-target tracking 
detection and tracking methods, specifically for pedestrian tracking. The official website address is 
https://motchallenge.net/ 

 

VII. EVALUATION METRICS  

The metrics of MOT16 [35] are based on [36][37] CLEAR MOT and MTMC. During the evaluation starting 
point, all targets that appear must be found in time; the target position should be as consistent as possible 
with the real target position; each target should be assigned a unique ID, and the ID assigned by the target 
remains unchanged throughout the sequence. 

Steps in the evaluation process are: 

1. Establish an optimal one-to-one correspondence between the target and the hypothetical optimal, called 
correspondence. 

2. Calculate the position offset error for all correspondences. 

3. Calculate cumulative structural error a, the number of missed detections b, the number of false alarms c 
and the number of times the tracking target jumps. 

The meaning of each alias is given by: 

Figure 2: Pedestrians Detection Results with SSD, YOLO 

and  FRCNN. 

Pedestrians Detection with SSD. Pedestrians Detection with YOLO.  

Pedestrians Detection with FRCNN. 

https://motchallenge.net/
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Rcll(Recall): 
The ratio of TP boxes to GT boxes. 

                                                                             Recall = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                               (18) 

Prcn(Precision): 
The ratio of TP boxes to all detected boxes. 

                                                                              Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                           (19) 

GT: 
The number of ground truth trajectories. 

MT: 
The proportion of tracks that meet ground truth that matches successfully at least 80% of the time in all 
tracking targets.  

PT: 
The number of trajectories that have 20% to 80% target tracked. 
                                                                             PT = GT - MT – ML                                                      (20) 

ML: 
The proportion of tracks that meet ground truth that matches successfully in less than 20% of the time in all 
tracking targets. Total false positive number among all frames. 

                                                                           FP = ∑ ∑ 𝑓𝑝𝑖 , 𝑡𝑖𝑡                                                                (21) 
FP: 

The track and detection predicted by the current frame do not match, and the track point that is incorrectly 
predicted is called False Positive. Whether the match is successful is related to the threshold set during the 
match. 

FN : 
The track and detection of the current frame prediction do not match, and the unmatched ground truth point 
is called False Negatives. (also, can be called Miss) 

FN = ∑ ∑ 𝑓𝑛𝑖 , 𝑡𝑖𝑡                                                                 (22) 

IDs: 
ID switch number, indicates the number of times the ID assigned by ground truth has changed i.e.; the times 
of ID jumps. 

IDs =∑ 𝑖𝑑𝑠𝑖,𝑡𝑡                                                                       (23) 

FM : 
FM calculates number of times the tracking has been interrupted i.e.; the ground truth track is not matched. 
In other words, whenever the track changes its state from the tracking state to the untracked state, and the 
tracking is the same at a next point in time. Fragmentation reflects the continuity of trajectories. When 
trajectories are determinate, it counts all missed target in each frame.  

MOTA : 
This metric describes the tracking accuracy. It takes into account FN, FP, and IDS and provides a simple way 
to monitor how well it detects objects and keeps track of them. It has nothing to do with target detection 
accuracy. 

MOTA has a value of less than 100, but when the tracker's error exceeds the number of objects in the scene, 
MOTA will become negative. 
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T = ∑ ∑ 𝑔𝑡𝑖,𝑡𝑖𝑡                                                                                  (24) 

MOTA = 1 - 
𝐹𝑁 + 𝐹𝑃 + 𝐼𝐷𝑆

𝑇
                                                                (25) 

MOTP : 
A metric reflects the tracking precision. 

MOTP =
∑ 𝐼𝑜𝑈𝑡,𝑖𝑖,𝑡

𝑇𝑃
                                                                              (26) 

Hence, MOTA and MOTP calculates all frame-related indicators before averaging, not calculating the rate of 
each frame and then averaging the rate. 

 
  

 

Detector Rcll Prcn GT MT PT ML FP FN IDs FM MOTA MOTP 

FRCNN(Baseline)1 52.80% 95.80% 517 198 257 62 3441 70141 750 27809 50.00% 20.90% 

FRCNN(Inception 
ResNet v2) 

38.20% 74.60% 517 118 170 229 19373 91809 1261 16512 24.40% 27.50% 

SSD(ResNet v2) 20.40% 79.80% 517 27 140 350 7669 118294 463 10138 14.90% 25.10% 

YOLOv3 37.70% 90.50% 517 125 230 162 5891 92587 2166 16118 32.30% 30.30% 

YOLOv4 51.70% 79.50% 517 196 249 72 19807 71840 7001 17569 33.60% 26.60% 

  

 

 

 

VIII. DISCUSSION 

From the above qualitative results, it can be noticed that Faster R-CNN is detecting many false positives while 
detecting the pedestrians. However, SSD doesn’t have the problem of false positives, but it has high miss rate. 
The reason being many false positives with Faster R-CNN are due to low quality of images. Since, Faster R-
CNN has more problems with hard negatives in low-resolution images, so it gives high False Positives. 

Detectors Rcll Prcn GT MT PT ML FP FN IDs FM MOTA MOTP 

FRCNN(Baseline)1 53.40% 96.80% 517 203 254 60 2629 69329 723 28038 51.10% 22.50% 

FRCNN(Inception 
ResNet v2) 

40.40% 78.80% 517 130 187 200 16154 88590 1438 17151 28.60% 31.60% 

SSD(ResNet v2) 21.40% 83.80% 517 28 156 333 6154 116779 539 10340 16.90% 28.50% 

YOLOv3 38.80% 93.10% 517 135 231 151 4291 90987 2121 16428 34.50% 33.20% 

YOLOv4 54.10% 83.30% 517 222 245 50 16156 68189 7371 18394 38.30% 30.00% 

Detector Rcll Prcn GT MT PT ML FP FN IDs FM MOTA MOTP 

FRCNN(Baseline)1 50.30% 91.20% 517 170 269 78 7231 73931 764 26230 44.90% 18.50% 

FRCNN(Inception 
ResNet v2) 

34.30% 66.90% 517 168 157 251 25232 97668 1026 15112 16.60% 22.90% 

SSD(ResNet v2) 18.50% 72.50% 517 17 141 359 10462 121087 374 8942 11.20% 20.10% 

YOLOv3 33.50% 80.50% 517 89 238 190 12085 98781 1709 14984 24.30% 26.00% 

YOLOv4 46.40% 71.40% 517 133 278 106 27604 79637 6259 16349 23.60% 22.50% 

Table 1: Tracker result on train set at IOU Threshold = 0.10 

 

 Table 2: Tracker result on train set at IOU Threshold = 0.30 

Table 3: Tracker result on train set at IOU Threshold = 0.50  
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However, SSD can handle these hard negatives and small objects better, but it has higher miss rate. While 
comparing  YOLOv3 and YOLOv4, YOLOv4 gives high False Positives and YOLOv3 has high miss rate. That 
means, YOLOv4 found to be much efficient that it can achieve high MOTA in accordance with the MS-
COCO[38]. In our opinion, these results are indicative but not very accurate, because these state-of-the-art 
detectors are trained on MS-COCO [38]. To have good results, we need to train all of them on certain 
pedestrian datasets and then evaluate. 

 

IX. EVALUATION ANALYSIS & CONCLUSIONS  

In this paper, we evaluate the Deep Sort tracker plugged in with the various state-of-the-art detectors that 
are FRCNN Inception ResNet v2, SSD ResNet v2, YOLOv3, and YOLOv4 on the MOT16 benchmark on train set 
including seven train sequences. The performance of the tracker has been assessed on the MOT16 benchmark 
on the train set. Since, ground truth files are not available on the test set, therefore results are evaluated on 
the train set to evaluate the results with different detectors. Py-motmetrics library [39] has been used to 
evaluate the results which is a Python implementation of metrics for benchmarking multiple object trackers 
(MOT). The results have been summarized in Table1, Table 2, and Table 3. We have compared all detectors 
mentioned above and also on detector provided by Yu et al. [40], [23] Nicolai et al. based on FRCNN.  

To evaluate the performance of the detectors for the task of tracking, we evaluate them using all bounding 
boxes considered for the tracking evaluation. The iou_cost is used to calculate the IOU distance matrix 
between track and detection. Tracking results have been evaluated at three different IOU thresholds i.e. 0.10,  
0.30, and 0.50. By evaluating the results at these different IOU thresholds, it was found that the tracker at the 
lowest threshold i.e. 0.10 has the highest MOTA and vice versa.  

The detector provided by Yu et al. [40], [23] Nicolai et al., has provided the best performance in terms of 
accuracy.YOLOv4 at two different IOU Threshold i.e. 0.10 and 0.30, has the next  highest accuracy compared 
to other detectors with the best MOTA being 38.30% and 33.60% respectively. Only at IOU Threshold, 0.50 
YOLOv3 has the best MOTA being 24.30%.  

The proposed detector used by [23] Nicolai et al. have the best MOTA at all three different thresholds. The 
best MOTA  is 51.10% at 0.10 IOU as compared to other detectors. This is because they have fine-tuned the 
CNN-model on the VGG-16 on ImageNet and have also trained on the ETHZ pedestrian dataset [41], Caltech 
pedestrian dataset [42], and the self-collected surveillance dataset. They adopted the multi-scale training 
strategy and also use skip pooling [43] and multi-region [44] strategies to combine features at different scales 
and levels. This kind of pipeline boosts the performance of the detectors which can fetch the maximum 
pedestrian despite a scale change or in-plane rotation.   

In the future, we  propose to fine-tune the state-of-the-art detectors to improve the MOTA further on two 
most popular pedestrian detection datasets: caltech-usa [42] and inria[45]. This will lead to decrease the 
number of False Negatives and False Positive and hence, increases the MOTA rate. We will also compare the 
fine-tuned detectors with other tracking algorithms other than Deep SORT [46-50].  
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