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Abstract: Convolution Neural Network (CNN) as a technique improves research minds to overcome the challenges of 
handcrafted feature extraction and classification. CNN be a part of the representation learning methods in deep 
learning architecture to discover the representation needed for detection and classification automatically. So far this 
technique has been thought as “black boxes”, meaning that their inner working principles are mysterious and 
inscrutable. In order to understand the internal behavior of CNN, a model is developed on sign language recognition 
with 99.81%, 94.69%, 92.60% accuracy in train, test, and validation. While developing a model the inner principles of 
automatic feature extraction and the unique properties of convolution operations available in hierarchical CNN 
architecture are also learned. CNN is a multilayered network leading to feature learning and classification, it is 
necessary to understand how the features are learned from each layer and how it is transformed and fed into the next 
higher level layers without any human interventions.  
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I. INTRODUCTION 

In the past era, developing an object recognition system is quite complex since it requires careful 
engineering and significant knowledge to design preprocessing, feature learning and classification 
algorithm. The basic idea behind the algorithm is to convert the raw data into an applicable interior 
design or feature vector. Next, the vectors will be fed as input into the classifier which perhaps learns or 
categorize patterns in the output.  
 
Current researches adopt the representation learning algorithm in which the machine is input with raw 
data and it has the capability to determine the representation required for learning or classification 
automatically.  Deep learning is one of the representation learning methods [1] constructed with 
hierarchical layers, where each layer represents the features from elementary to abstract level. The 
composition of the transformation of each layer will have the ability to learn even more complex 
functions. Finally, the higher level features are converted into feature vectors in order to enhance the 
classification accuracy. 
 
CNN is a part of the representation learning [2] techniques in deep learning architecture. In a hierarchical 
representation of CNN, the initial image is usually in terms of pixel array values. Learned features of the 
first layer of representation depict either the existence or non-existence of edges reflecting the distinct 
orientations and locations of the original image. The succeeding layer consistently finds out motifs by 
identifying the specific measures of edges with slight differences in the edge positions. The next layer 
combines motifs which correspond to the segments of well-known objects, and the following layers 
would recognize objects as consolidations of these segments [3]. 
 
Similar to deep learning, the key aspect of CNN utilizes the common learning procedure in each layer 
without human interventions. It is understood that image recognition in CNN learns the feature of each 
layer with many trainable phases organized in a consecutive manner. Hence, learning in convolution 
networks delivers feature hierarchy through simple architecture [4].   
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Classic CNN framework consists of alternatively arranged convolution layers, spatial pooling layers and 
fully connected layers (FC) [5]. These layers are valuable for feature learning (convolution, activation, and 
pooling layers) and classification (fully connected classification layer and softmax layer) [6]. 
 
In this paper, a CNN model is developed for sign language recognition with 99.81% in training, 94.69% in 
the testing and 92.60% accuracy in the validation. As we know CNN is a multilayered network leading to 
feature learning and classification, it is necessary to understand how the features are learned from each 
layer and how it is transformed and fed into the next higher level features without any human 
interventions. This paper is composed of the following sections, i) neuro-scientific background of CNN ii) 
feature learning in CNN iii) properties of convolution operation and iv) conclusions. 
 

II. NEURO-SCIENTIFIC BACKGROUND OF CNN 

2.1. Hierarchical structure of visual transmission 
 
Starting from early 1959 to 1968, neuropsychologists-Hubel and Wiesel collaborated for several years to 
discover the basic fact of vision system. Their great experiment on recording the individual neurons of 
cat’s and monkey’s visual and striate cortex laid the foundation for developing the modern deep learning 
architecture[7][8][9]. Later on many researches have been done to gain more knowledge on deep 
hierarchy in visual cortex. To understand the basic overview of deep hierarchy in primate visual cortex, 
the study of Kruger et al in 2012[10] is explained here. They extracted data from macaque monkeys since 
most of the regions (cortical and motor areas, primary sensory) are homologous to human brain. The 
visual process of the neuron as shown in figure 2.2 starts with both left and right retina and the entire 
connections of the retina are passed to the Lateral Geniculate Nucleus (LGN) a visual area, before the 
destination point of the visual cortex. The occipital cortex ensures the generic feature representation in 
terms of various aspects of processing visual information from V1-V4 and Middle Temporal (MT) or V5 
visual area retinotopically (connecting visual cortex with the receptive field). In feature representation, 
the size of the receptive field increases as the complexity of the features goes to the next higher levels of 
the hierarchy. The ventral stream bounded with TEO and TE is responsible for object recognition and 
categorization and the size of the receptive field is higher than in occipital cortex. Finally, the ventral 
stream achieves the abstract features that fit the level of the object for the explicit object class. Overall, 
the neurons in the primary visual regions extract simple image features over small local sections of visual 
spaces and the neurons produce complex features when the simple images are shift into higher visual 
spaces. The higher level features are more invariant to feature size, rotation or position. This way the 
hierarchical process of visual system of the brain is efficiently handled. Hence, the hierarchical structure 
of the visual system is deep in nature.  

 

Figure 1 Primate visual cortex 

2.1.1. Diffusion of light in a pre-cortical pathway 

The visual transmission of pre-cortical pathway is explained in figure 2. Initially images in the form of 
light, stimulate the light sensitive tissue-retina which resides in the back of the eye. The photoreceptors 
present in the innermost layer of the retina converts the visual information (light) into neural signals. 
These signals are transmitted to retinal ganglion cells through sensory neurons called bipolar cells [11]. 
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Further, the retinal ganglion cells carry visual signals to various brain areas together with LGN which 
conveys the sensory information to visual cortex at the back of the brain through optic nerves [12].  The 
neurons of the retina perform some preprocessing operations for the image without affecting the way it is 
represented. 

2.1. 

 
 

Figure 2 Visual information transmissions in a pre-cortical pathway 

 

2.1.2. Neural transmission from V1-V4and MT 
  
As shown in figure 3, the primate visual cortex is not organized in a rigorous successive hierarchy but 
there are some shortcuts observed in the levels. In order to reach the ventral pathway, there is a stream 
flowing from V1-V2-(V3)-V4 and to obtain dorsal pathway, the stream flows only from V1-V2-MT.  
 

 

Figure 3 Visual transmissions from occipital cortex to dorsal and ventral pathway 

2.1.3. Object detection in ventral stream 
 
The cells of retina, LGN, visual cortex and Inferior Temporal (IT) cortex make the pathway to carry the 
visual information. On the basis of learning level, these cells are divided into upper and lower level 
pattern recognizer. Normally visual cortex is a lower level pattern recognizer when compare with IT since 
the capacity of learning of visual data is lower. The higher level pattern recognizer-IT does the prediction 
of the input data [13].  The input from V4 cells to the ventral stream-an IT cortex is partitioned into TEO 
and TE. The orientation and shape selective TEO neurons generally respond to very simple shape 
features. The receptive field of TEO is small (3-5 degree) compared to TE (10-20 degree) since TE is more 
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responsible for feature configuration. A trademark of the cells in ventral stream is robust in its responses 
even in scaling and position changes [14]. The overall characteristics of IT are shown in figure 4.  

 

Figure 4 Receptive field and features learned in Inferior Temporal cortex 

 
2.2 Role of receptive fields in visual transmission process 
 
The term “receptive field” was originally coined by Sherrigton in 1906. He defined the region of the body 
part where a stimulus could produce a reflex. Further, Hartline in 1938 extended the term “receptive 
field” for the spot of the retina where any modification in light brightness affected the rate of input 
density of a retinal ganglion cells. The receptive fields of retina and thalamus are small and have simple 
structure as of two concentric circles. Such concentric arrangements were named as “center-surround” by 
Kuffler in 1953 in which on–center ganglion cells responded to light specks with dark background 
whereas off-center ganglion cells responded to dark spots with light background. Hubel and Wiesel in 
their series of studies (1959, 1961, 1962 and 1965) explained the presence of receptive field in the 
embedded cortical regions and they elucidated how the level of learning of receptive field increased up to 
the complex level when the cortical regions went deeper. The receptive fields in cortical regions were 
sound to be much more complicated than subcortical regions in terms of size and structure. Few cortical 
receptive fields appeared like thalamic receptive fields while others had extended sub-regions that 
responded to either dark or light spot and some zones did not respond to spots at all. In 1962, Hubel and 
Wiesel classified the cortical cells based on the receptive field structure in which if the cells had isolated 
sub-regions for the response of either light or dark spots then it were called simple cells and the cells 
which did not have separate sub-regions were known as complex cells. Visual receptive fields were in 2-D 
whose size can range from a few tiny arc to tens of degrees and sometimes it could also include the depth 
thence described as 3-D in planar space [15][16]. Receptive field and features learned in each stage of 
visual processing is explained in figure 5. 
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Figure 5 Features learned and the size of Receptive field in each stage 
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III. METHOD 

3.1 Feature learning in CNN architecture 
 
Convolution networks are multilayered trainable architecture constructed of multiple stages. The 
learning process happens in three stages, convolution or filter bank layer, non-linear mapping layer, and a 
pooling layer. The first phase accepts various input modalities (1D, 2D, and 3D) and goes through a set of 
filters generating several feature maps, which are processed into a point wise non-linear mapping and 
further down-sampled to reduce the spatial dimensionality. 

3.1.1 Convolution operation 
 
The linear convolution operation in CNN is different from the traditional matrix multiplication in a fully 
connected neural network [17]. From mathematical perspective, convolution is an operation of two 
functions (input and kernel) to produce the third function (feature map) that illustrates how the shape of 
one is reformed by the other [18]. While convolving, the kernel slides over the neighborhood pixels of the 
original image and extracting or learning the feature that is represented in a feature map as the re-
estimated pixel. This process is explained in figure 6. The 2D convolution operation is performed by 
sliding 3D kernel over the 3D input image with height, width and depth (number of channels) volumes. 
Though the kernel and input are in a 3D volume, the output will be a 2D feature map since the kernel 
passes through the height, width and not the depth (d). This can be understood from the equation (1) 
where the kernel (Wl,m,d) pixels are multiplied with the set of units of small neighborhood raw input pixels 
(Ij,k,d) bounded with the size of the kernel. The summed product is further added with the constant bias 
(b) value and is stored as a 2D feature map in (Fj,k) neuron. The kernel (W) in machine learning is 
handcrafted based on the domain knowledge whereas in deep learning, it is an additional learnable 
parameter of the particular dimensions of the matrix [19] from the input image. 
 

 

Figure 6 The process of forming a neuron in the feature map through convolution operation 

, , , , ,

0 0

l m

j k l m d j l k m dF b W I   
(1) 

3.1.2 Complex learning in hierarchical convolution layers 
 
CNN is a computational model that comprises deep subsequent layers for learning the representation 
present in the raw data in a hierarchical manner. This hierarchical structure learns the internal 
representation of the data by receiving the representation from the previous layer. Since the computation 
of convolution is crucial in learning, it is treated as the core for building the CNN structure. The 
convolution process in the elementary level of the model connects local regions of the input (100×100×3) 
pixels into their weights (3×3×3) through scalar product to determine the output neurons (100×100×6) in 
the form of edges, corners and endpoints at particular orientation and location. Further, continuous 
edgesforming a contour (motifs), and the representations inside the contour in the form of parts of the 
object, and the objects from the combination of parts of the objects are learned by increasing the feature 
map into 16, 32, 64 and 128. The robustness with shift, distortions etc., of convolution layers enriches as 
the hierarchy moves from simple to complex level. CNN is best suited for its learning ability to 
automatically learn accurate features [20]. After receiving the input from one layer, it learns the features, 
and learned features are passed to next layer without any human interventions [21]. Convolution layers 
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constructed for learning a sign language is plotted in figure 7. To efficiently use the convolution layer one 
should have the knowledge of properties of convolution layer in CNN network. 

 

Figure 7. The overall Convolution layer architecture for learning the features  

 
3.2 Properties of convolution layer 

3.2.1 Kernel  
Kernel or filter is a user-defined array portion that contains the subset representation extracted from the 
input. During convolution, the learned parameters in a kernel scan the entire input in a linear manner by 
placing its same weight over the neighborhood pixels of the image. The convolved features are plotted as 
neurons in feature maps.The successive neurons in a feature map are computed in the manner the 
kernels move on the basis of stride – a hyperparameter. The accuracy of the neuron is confirmed by 
controlling the weight with the additional signed vector value (bias) which is constant for the whole 
feature map. Since the portion of the kernel is extracted from the input, some of the neurons learn similar 
features. The hierarchy of the feature maps in a layer learns different sets of features through different 
kernels. Gradual increment in sets of features in successive hierarchical layers improves the levels of 
learning from elementary to abstract level. To understand the mathematical calculation of parameter 
learning, first convolution layer of the model is plotted in figure 8a in which (l×m×d) denotes the size of 
the kernel, F represents the size of the feature map introduced in first layer and b represents the bias 
value. The depth of the feature map of each layer is determined by the number of kernels introduced in 
each layer. The process of hierarchical learning in CNN is explained in figure 8b, it is observed that the 
depth level of the kernel increases from elementary level to abstract level. In the beginning, since only the 
elementary level features are learned and the unlearned features are preserved in feature maps as the 
size of input image. As we know, the depth of the feature map is directly proportional to the number of 
kernels and inversely proportional to the size of the feature maps. The shrinkage of the size occurs by 
preserving new features with previously learned features. When the learning reaches to abstract level, it 
ultimately diminishes the size of the feature map and analogously increases the depth where the feature 
maps are so formed from the deep stacking of the small parts of the object. 
 

 

   Figure 8a Parameter learning in 1st convolution layer        8b Hierarchical learning in CNN architecture   
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shown in figure 9a to find a neuron in the feature map (no connection from X1 to Xn in the first hidden 
layer). To find a neuron, it requires (K×Y) parameters and only O(K×Y) time where K denotes the limited 
number of connections (kernel). The elegant deep CNN shows the indirect connection of larger portion of 
the input when it goes deeper. Thus the multi-level learning (connection exists from X1 to Xnin the second 
layer in 5×5 image) of local neighborhood pixels (sparsely) reduces the number of parameters as well as 
improves the learning accuracy. Convolution operation is explained in equation (1) where 2D tensors of 
Fj,k is computed from the range of the original image (Ij+k,l+m) which is termed as Xiin the input layer of 
figure9b  and is mapped as Fi (where 0<i ≤ n) in the hidden layer. In figure 9b, it can be noticed that X1and 
Xn are not directly connected with one another to find out any of the neurons from F1 to Fn. The figure 13b 
illustrates the clear picture of sparse connection, we have considered a 5×5 input image whose pixels are 
entirely connected to a single output neuron (O1) through single hidden layer. The equation (2) calculates 
Oj,k from the features(Fj,k) learned in the hidden layer. 
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Figure 9a: Sparse connection in 5×5                  9b: The interaction of O1 neuron with the entire pixels  

              input pixel (Ij+l,k+m) to compute a neuron in                       through a hidden layer 

                  feature map(Fj,k)       

 

3.2.3 Weight sharing 

 

Figure 10: Process of weight sharing to find a feature map 
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In a traditional neural network, the kernel parameters learned once is not used again to compute the 
output of the layer. Parameter sharing(figure 10) a unique property of convolution layers handle the 
kernel in a different way in which a set of unique kernel parameters, learned only once instead of learning 
separate sets of parameters for every location. The property of weight sharing can be renamed as tied 
weight since the value of the weight applied in one input is tied to the value of a weight applied 
elsewhere. It is explained through the equation 3, in which the weight parameter (Wi) is same for the 
entire image (I) to find out every neuron in the feature map (Fi). Hence the run time of parameter sharing 
in convolution layer is still same as (O(K×N)) since one set of parameters are used for learning all the 
locations. Further, it reduces the memory locations by storing only k parameters which is comparatively 
very small of several orders of magnitudes of the actual size of the input. The weight parameters changed 
in the second feature map to learn the different representations. The replication of the same set of weight 
over the entire image extracts only the similar local features presented anywhere on the input plane. The 
precise feature extracted on one layer is combined into the next level of local features to form higher 
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order features [22]. On the whole, the properties of convolution layers are greatly effective in 
computation and judicious storage allocation than dense matrix multiplications. 
 

IV. CONCLUSION 

A deep learning model is a special sort of representation learning technique that determines the 
explanatory factors or features. One of the crucial elements for its state of the art results is the usage of 
CNN architecture which could alternate convolutional layers and pooling layers. Computer vision based 
CNN achieves accurate result in complex processes like automatic feature extraction and classification. 
Although CNN have been successful in giving solutions for all computer vision tasks, their internal 
operations are mysterious and inscrutable. This paper is a solution to understand how the features are 
extracted from the conventional hierarchical layers and the unique properties of convolution layer. This 
study helps us to get the clear idea of constructing the architecture in order to avoid trial and error 
process.  
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