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Abstract- With the enormous growth in information and data that are produced by various resources such as 
organization, companies’ phones, health records, social media, and the Internet of Tings (IoT), their analysis becomes 
a challenge and even more complex due to the increased volume of structured and unstructured data. Knowledge 
Discovery in Database (KDD) is the process of finding knowledge in data stored by various resources using Intelligent 
Data Analysis (IDA) techniques which have the ability to analyze and discover knowledge from these data. This paper 
investigates the main challenges in KDD. Also, it illustrates the IDAs approaches used to address KDD trends in short 
and finally presents open issues for research and progress in the field of KDD.  

Keywords: Knowledge Discovery in Database; Intelligent Data Analysis; Missing values; Data scarcity, Black 
box; Mathematical model  

 

I. INTRODUCTION 

At present, the size of data is becoming huge in terms of the abundance of features and in their 
dimensionality due to the increased amount of data produced and stored by various resources such as 
organization, companies’ phones, health records, social media and Governments [1]. The main challenge 
is how to analyze, summarize and discover knowledge from these stored data. Knowledge Discovery in 
Database (KDD) plays a fundamental role in discovering useful information and identifying hidden 
patterns in large data warehouses. This huge size of the data can significantly influence the accuracy of 
most Intelligent Data Analysis (IDA) techniques and their efficiency, especially in the presence of 
irrelevant, redundant features, missing data or scare data [2]. 
 
Data come from different sources are integrated and stored into a single data, called the target data. Then 
they are transformed into a standard format. IDA methods aim at processing the data to the output in the 
form of rules or patterns and then they are interpreted to useful information [3]. The process of the KDD 
is shown in Figure 1.   
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Figure 1 KDD process 

 

In our present paper, we analyze the challenges and issues in KDD. We then discuss some recent 
approaches that are proposed to address these issues. We highlight several open issues and research 
directions in KDD. A list of abbreviations used in this paper is provided in Table 1.   
 
This paper is structured as follows: Section 2 offers a brief overview of KDD challenges. Section 
3presentsthe approaches that are proposed to overcome KDD challenges. Section 4 discusses open issues. 
Finally, Section 5 concludes the paper.     

Table 1. List of abbreviations definitions  

Abbreviations Description 

KDD Knowledge Discovery in Database 

IDA Intelligent Data Analysis 

SVM Support Vector Machines 

PCA Principal Component Analysis 

RBF Radial Basis Function 

MM Mathematical Model 

RF Random Forest 

k-NN k-Nearest Neighbor 

GA Genetic Algorithm 

LAW-LSimpute Locally Auto Weighted Least Squares Imputation 

GP Genetic Programming 

UCI University of California at Irvine 

WPCA Weighted Principal Component Analysis 

LDA Linear Discriminant Analysis 

PSO Particle Swarm Optimization 

JMIM Joint Mutual Information Maximization 

NJMIM Normalized Joint Mutual Information Maximization 

MMCC Maximum-Minimum Correntropy Criterion 

SA Sensitivity Analysis 

AAD Average Absolute Deviation 
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VEC Variable Effect Characteristic 

NN Neural Network 

ANN Artificial Neural Network  

FARB All-Permutation Rule Base 

AUC Area Under the receiver operating Characteristic 

PRC Area under the precision-Recall Curve 

GMM Gaussian Mixture Model  

ELM Extreme Learning Machine  

MSE Mean square Error 

 

II. CHALLENGES IN KDD  

In this section, the current trends in KDD are discussed. Figure 2 shows list of potential challenges within 
the KDD. This section is divided into five categories: Section 2.1 missing data, Section 2.2 data scarcity, 
Section 2.3 data dimensionality reduction, section 2.4 black box model and Section 2.5 mathematical 
model and in each parta brief overview of the concept is discussed.   
 

 

Figure. 2. Main challenges in the KDD 

2.1 Missing Data 

Rubin first developed a framework for missing values problem in 1976 in an attempt to understand the 
strengths and limitations of different analytic strategies [4]. Some IDA methods accept missing values 
whileothers such as SVM and PCA require all values to be available, and therefore, they cannot be applied 
to data with missing values [5] Therefore, missing value estimation is of paramount importance in KDD. 
The simplest method to tackle this problemis by removing the entire rows that contain missing values 
and replacing them with the average, medium or zeros [6]. However, this could lead to biases since the 
correlation structure between the variables is ignored.  
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2.2 Data scarcity  

Another important problem in KDD is the required amount of data or examples to adequate IDA learning 
for successful generalization. Data scarcity presents an important challenge for real life studies because 
collecting large amount of self reported data require time and efforts, especially in healthcare sector [7]. 
To tackle this challenge, two possible ways can be used: (i) collect more information or (ii) design suitable 
methods to deal with small amount of data 

2.3 Data dimensionality reduction  

Over the past decades, several works confirmed that the existence of irrelevant, unimportant or 
redundant features has a direct effect on reducing the accuracy of IDA learning algorithms and their 
effectiveness [8, 9, 10]. For example, the authors in [11] found that deleting these features helped in 
reducing complexity structural and improving classification performance of the RBF neural network. In 
another work [12], the authors stated that reducing dimensionality of the feature space by eliminating 
less important features improved neural fuzzy classifier computational speed. Therefore, dimensionality 
reduction of the feature space is vital in KDD [13].   
Dimensional reduction methods use correlation structure between variables to achieve several goals such 
as reducing number of components, ensuring that these components are independent and providing a 
model for results interpretation [14]. There are three main dimensions of the preprocessed data and 
usually represented in the form of flat files. These dimensions include features (i.e. columns), samples (i.e. 
rows) and the numerical value of features [15, 16]. Figure 3 depicts the association between dimensions.  
 

 

 
 
 

Figure 3. Relationship among Dimensions 

2.4 Black box Model 

Despite the capability of IDA techniques such as NN, SVM and RF to identify relationships between 
variables and provide precise results, they do not specify the relative importance of each variable [17]. 
These methods called black boxes because they are difficult to be understood by humans and their 
successful requires skilled specialists who can analyze and interpret the outputs [18, 19]. 
Two main effective strategies can be used to extract useful knowledge from black boxes: Extraction rules 
and visualization. The first strategy is the most widely adopted method due to its ability to simplify model 
complexity [20, 21]. However, this approach could extract rules that do not accurately represent the 
original model. The majority of visualization methods deal with aspects related to the data 
multidimensionality. The usage of these techniques for black boxes is limited [22] because most of them 
are specifically designed for a given goal [23].   
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2.5  Mathematical model  

The use of MM has been rapidly increased in different fields within the last few decades due to its ability 
to provide intuitive understanding of a system and the relationships between its components [24]. 
Application of MM can be found in various applications such as anticancer therapy [25], ocular 
hemodynamic and glaucoma [26], biological research [27], physiology and biochemistry of the retina 
[28], biomechanics of the eye [29] and drug discovery [30]. 
 

III. IDA APPROACHES APPLIED TO SOLVE  KDD CHALLENGES 

In this section, we review efforts that aimed to address KDD problems.  

3.1 Missing Data 

A least squares formulation based approach was proposed by [31] to estimate missing values in gene 
expression data using local similarity structures and least squares optimization process. The results 
showed that a comparative result was achieved by their proposed method when the authors compared its 
performance with other imputation methods on different datasets.  
In another study, a method was presented to find the similarities at task classifying pairs of proteins [32]. 
They used direct and indirect information about interaction pairs to generate a RF from a training set. 
The generated RFwas then used to determine similarity between protein pairs. The authors used a 
modified k-nearest neighbor algorithm to classify pairs. The final results showed that an improvement 
was attained by their proposed method.  
A novel hybrid method to address the problem of missing values was introduced by [33]. The authors 
combined GMM to handle missing values and ELM to enable multiple imputation method to be executed 
on a reasonable scale. They confirmed that their proposed method increased the overall accuracy.  
PhyloPars web server was suggested to provide a statistically consistent method that combines 
incomplete set of empirical records with the species phylogeny to produce more effective parameters 
estimation results for all species [34]. The main objective of the PhyloPars was to build an accurate model 
for missing data.  
In [35], four imputation strategies were investigated to handle missing values in microarray data. They 
used three local nearest neighbor and global PCA. The authors confirmed that the imputation strategies 
achieved better results than global PCA based strategy. 
A new NSLLSimpute method for missing values estimation in gene expression data was proposed [36]. 
The results on different datasets showed that their proposed approach obtained higher accuracy results 
than other methods used in their work.   
In [37], the authors proposed an evolutionary k-NN approach for missing data imputation. The authors 
used GAto optimize k-NNand then they compared between the evolutionary k-NN and k-NN algorithms 
using three gene expression datasets. The results showed that their optimized algorithm was capable in 
identifying the value of k and assigning weights to the different attribute in the datasets.  
In [38], a LAW-LSimpute framework for missing value estimation was proposed. Their proposed method 
aimed to automatically weight the neighbors genes based on their importance ranking. An acceleration 
strategy was added to the proposed LAW-LSimpute method to improve the convergence. Their method 
was tested on eight benchmark datasets and the final results showed that the suggested approach 
reduced estimation error efficiently.  

3.2  Data scarcity  

Several methods are presented to address the problem of data scarcity [39, 40, 41, 42, 43]. A number of 
research works have confirmed the potential of semi-supervised learning and transfer learning 
techniques in addressing this problem [44, 45, 46].  
The author in [47], applied semi supervised learning and transfer learning methods where the  semi 
supervised learning was used to deduce the amount of unlabeled data and transfer learning was applied 
to improve classification accuracy. They confirmed that their proposed methods performed well and were 
found to be effective in dealing with the problem of data scarcity when their proposed approach was 
evaluated on two datasets.  
The authors in [48] combined semi supervised learning, transfer learning and assemble methods to 
obtain a good model from a scarce data. They used semi supervised learning as a preprocessing method 
to reduce amount of unlabeled data and then four models based on transfer learning were investigated. 
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Their idea was to get the distance among models and use the same models to improve predictive 
accuracy, while transfer learning models are employed to choosethe data from the close models. The 
proposed method was tested on a data obtained from employees of two different companies. The results 
showed that the proposed weighted ensemble based model increased the accuracy.  
A heuristic model was developed with the purpose of maximizing the benefitsfrom the available data[49]. 
The data are classified into classes with different errors and the usable data are identified from the 
available data in order to facilitate data analysis by the decision makers. 

3.3 Data dimensionality reduction  

Data dimensionality reduction can be divided into feature extraction [50, 51, 52, 53, 54] and feature 
selection [55, 56, 57] and various approaches were proposed for data dimensionality reduction in recent 
years [58, 59, 60, 61, 62, 63].  
The authors in [64] investigated GP andGAfor data preprocessing to improve the performance of 
C4.5classifier. GP was applied to construct and discover hidden relationships between features, while 
they used GA to select the most important features. Ten public datasets obtained from UCI were used to 
assess the performance of the GP and GA. A significant improvement was attained in the classification 
accuracy. 
In [65],SVM and GA were combined as a hybrid method to develop a classification method named 
YamiPred.GA was used to identify most crucial features and SVM was employed for parameters 
optimization. The results showed that their proposed approach outperformed other approaches in terms 
of accuracy. 
A range of studies has applied PCA for dominantly reduction [66, 67, 68]. A WPCA feature selection based 
method was proposed to analyze and capture relevant features in gene expression datasets [69]. The 
results revealed that the WPCA performed better than PCA. In another study[70], a novel method for 
tumor classification was introduced. The method used robust PCA and LDA to identify the most crucial 
features in seven gene expression datasets. They used identified features as inputs in SVM to classify 
tumor samples. Their proposed methods produced more effective results for tumor classification. 
The work of [71] developed a model to forecast protein structure classes. They used Multi profile Bayes 
and bi-gram probability to extract features from protein sequences. The PSO was used to select important 
features from the hybrid space. The performance of their model was compared to other methods using 
three benchmarking datasets. The results showed that the performance of their method performed 
better. 
RF was applied to identify a set of prognostic genes in a high dimensional data [72]. The performance of 
their approach was compared with several IDA methods and various split criteria using several real 
would datasets. Their proposed method outperformed other IDA classifiers.   
In [73], two feature selection methods based on information theory were presented to reduce 
dimensionality. These methods include JMIM and NJMIM. Eleven publicly available datasets along with 
five feature selection methods were used to evaluate the proposed method and its performance. The 
JMIM performed better than other methods.    
In [74], MMCC was proposed to select informative genes from microarray data. The authors used 
evolutionary optimization to search for optimal features in each dataset. Their results showed better 
performance of their method compared to other for 25 used microarray datasets of gene expression. The 
results also showed that a higher accuracy in classification was attained by SVM in almost all of the 
datasets in comparison with other results obtained by other well known feature selection methods. 

3.4 Black box Models 

Sensitivity Analysis (SA) performed well and found to be efficient and effective in extracting valuable 
knowledge from black box models [75, 76, 77, 78, 79, 80]. 
The work in [20] used five SA methods and four measures of input importance. The efficiency of their 
visualization method was evaluated in various classification tasks. The performance capability of the 
method was also assessed using four real would datasets. They suggested using their method in 
conjunction with the AAD measure of importance.   
The authors in [81] proposed a global SA by combining several visualization techniques such as VEC 
curve to open black box model. The authors assessed their proposed method capability on different 
datasets using NN and SVM.     
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In [82], the authors focused on predicting performance metrics from the available posts in Facebook 
pages for a company's using SVM. They mainly used SA method to extract useful information from the 
proposed lifetime post consumer’s model.   
Numerous approaches have been proposed to determine the relative contribution of every variable in the 
ANN [83, 84, 85]. In [86], a set of ANN with same architecture were selected to determine the 
contribution of each input parameters. They used a dataset obtained from “a customer satisfaction survey 
developed by the transport consortium of the Granada Metropolitan Area (Spain) in 2007” to validate 
their proposed procedure. The results showed that when each method was used independently, the 
variable’s importance rankings are similar. 

3.5 Mathematical model 

In [87], the advantages of IDA and FARB were combined to design a MM for classification rules. The 
proposed approach achieved higher accuracy when it was evaluated on two classifications case studies 
based on association rules. The results also confirmed that the proposed method can be effectively used 
for IDA.  
 

IV. OPEN ISSUES  

This section provides several essential issues that need deserve attention and research in the field of 
KDD.  
After analyzing and discussing the mentioned approaches, it can be observed that there is no independent 
approach that can address all the issues involved in the KDD. For example, some approaches consider 
data scarcity, dimensionality reduction and missing data, while some ignore these issues.    
The inability to deal with complex interactions between variables prevents IDA techniques to match a set 
of analysis goals. Therefore, solutions for missing data are essential to meet IDA goals. Recently, one of 
still problems in estimation missing values methods is how to select the optimal number of nearest 
neighbors of the missing values [88]. 
Lacking of sufficient data has a significant problem for the process of IDA techniques. This problem 
results in inaccurate information on how to extract the appropriate features from a limited amount of 
available data. The Central Limit Theorem used in statistics [89], supports the idea that lack of sufficient 
data affects IDA training results because it states that sample size less than thirty is insufficient. To 
overcome the problems associated with lack of scarce data, more data should be collected and techniques 
with the capability of handling small amount of data should be designed. 
Data dimensionality reduction aims at transforming data variable space from high dimensions to low 
dimensions space without affecting the correlation structure between variables. Therefore, how to 
combine between the samples features and values present an open problem which needs focus and 
attention in the field of KDD.  
All kinds of data have different attributes that might pose problems for IDA techniques to extract the most 
crucial patterns in a given dataset due to the imbalanced classes, and thus, classification results may 
become unreliable. Various techniques can deal with this problem, for example, undersampling, 
oversampluing,  SMOTE.TomicLinks etc [90, 91, 92]. A comparison of three types of methods developed 
for class imbalance was carried out by [90],. The authors used different datasets obtained from different 
application to evaluate seven feature selection measures. They used AUC and PRC to assess the 
performance of these measures. The results revealed that both single to noise correlation coefficient and 
feature assessment by sliding thresholds worked well for feature selection in various applications.   
Converting black boxes into understandable systems (i.e., white box) has remained a challenge for 
researchers in the field of KDD and it needs further investigations. Also, MM allows for a more intuitive 
understanding of the system and its components. However, few works consider it in the field of KDD and 
how to translate hypothesis into a set of mathematical equations is still an open issue. Therefore, greater 
attention and development in this area are required from both mathematical and computational modeling 
communities. 

V. CONCLUSION  

In this work, we highlight the main trends in KDD. We discussed solutions that proposed to overcome 
these trends and pointed out some open research issues of research which can be considered by 
researchers for future work in the area of KDD.  
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