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ABSTRACT- An efficient supervised learning approach for splicing forgery detection with low classification error 
rates is proposed in this work. Existing Literature is analysed to produce the research gap and and PCA is used for 
feature extraction to make the detection process fast and intelligent. As PCA is the process of dimension reduction 
without eliminating the significant information from the image. Canny edge detection is used to detect strong edges in 
the image. . Back propagation neural networks Model for classification is trained by feeding dataset images. A 
benchmark dataset CASIA V2 is used for evaluating performance of proposed algorithm. The images are then tested 
for authenticity, whether the image is forged or authentic. Then the performance is evaluated by using parameters 
like precision, Recall and Mean Square Error. Proposed approach is able to increase the accuracy with low 
classification error rate while the existing work takes the optimal value to get their required result. Simulation results 
for the proposed algorithm are presented. 
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I. INTRODUCTION 

Image Forgery is a type of cybercrime on digital images (real image is modified). Manipulator also wants 
manipulations to be undetectable. There are two basic approaches to detect forgery Active and Passive 
Forgery Detection Techniques. Paper will focus on Passive Techniques. ACTIVE APPROACH: In active 
approach, digital signature and watermarking is used to identifying the originality of an image.  PASSIVE 
APPROACH: Passive approach is also known as blind approach. In this forensic there is no need of prior 
information about an image. Passive approach is based upon different processing methods with the help 
of these methods forged, manipulation piece of an image are detected. 

 

Fig. 1: Forgery Detection Techniques 



 
1804| Kavita Rathi                                               A Supervised learning neural network based approach for image splicing  

II. LITERATURE REVIEW 

Different Key Point Based Algorithms: SIFT (Scale invariant Feature Transform) A robust and distinctive 
descriptor. It is an algorithm to detect local features in an image. It is efficient in object recognition but it 
failed in real time applications.[3] SURF [4] Wavelet Transform and SURF [5][6] KAZE are two 
dimensional feature detectors. It helps in reducing noise and at the same time helps in maintaining 
boundaries. It uses nonlinear scale space. Harris corner points: It is used for finding corner points by 
matching the difference in intensities for displacement in all directions. [7] BRISK (Binary Robust 
Invariant Scalable Key points). It relies on circular sampling pattern to compute brightness comparisons. 
Plane, rotation attacks makes it unsuitable. [8] MIFT (Modified Iterative Fourier Transform) [9][10] 
JLinkage It is used in matching and generating multiple local homography hypotheses.[11] SIFER (Scale 
Invariant Feature Detector with Error Resilience) It uses Cosine Modulated Gaussian filter [12] FAST 
(Features from accelerated segment test) It tells us about the presence of a corner by testing a circular 
area. 

Block Based Algorithms: DCT (Discrete Cosine Transform): It is used for converting the image into 
frequency domain. [13] DWT (Discrete Wavelet Transform) : It allows time and frequency analysis of 
images. It is used for images having discontinuous edges. [14] DSWT (Discrete stationary Wavelet 
transform) it is used in combination with DCT to separate the colors.[15] PCA It is sensitive to noise. It is 
an efficient method and gives low false positives.[16] FMT:  An efficient algorithm which can work with 
noise, compressions, scaling but is unable to work properly if image is highly rotated. [17] Zernike 
Moments: They represent images without repetition or commonality of information between the 
moments. It is also used for feature extraction.[18] CCV (Color Coherence Vector) it is used for fast 
multiresolution image querying with increased speed of the image retrieval. [19] LBP (Local Binary 
Pattern) It describes each pixel by relative grey scale levels of its neighbor’s pixels. It has faster 
computational power and is invariant to monotonic illumination variations. [20] SVD (Singular Value 
Decomposition) [21] DCT [22] FMT (Fourier Melin Transform) [23] Kernel Principal Component Analysis 
[24] Blur Moment Invariant: It is robust against blur/noise and compressions. [25] MDS 
(Multidimensional Scaling) It extracts a rotation invariant DFT feature matrix with log polar transform 
and is impervious to angle rotations. [26] LFD (Local Fractal Dimension) [27] DFT (Direction Filter 
Technique). It works for both compressed and uncompressed images. 

No focus has been made on all types of attacks in present techniques and to solve the problems 
optimization are made for high precision and classification error rates which gave deep motivation to 
proposed work. The existing work is done on the segmentation of the processed images but very less light 
on reducing the loss functions for high performance evaluation in the detection of the forgeries. Therefore, 
the proposed approach try to overcome this problem by achieving high accuracy rate and low 
misclassifications. 

 

III. PROPOSED SYSTEM 

Proposed Approach is divided into following modules: 

 

Fig. 2: Workflow diagram 
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3.1 Input Image 
The RGB iamge is uploaded using MATLAB function. Once the image is uploaded it is converted into a 3x3 
matrix. 

3.2 Preprocessing 
There are different kinds of techniques for image processing such that gray scale transformation, 
geometric transformation, image resizing, image restoration, image enhancement etc. This paper uses 
Grayscale conversion and Contrast Enhancement.[28] Grayscale Conversion is done using Uploading Grey 
level Conversion scheme. In this the image is converted from RGB to Grayscale to reduce the amount of 
space used and to reduce the complexity which is associated with three channel system. 

3.3 Segmentation 
Edge Detection does contrast level Enhancement. Different enhancement techniques are there like 
removal of noise, different types of filterslike average filter,gaussian filter,etc. Various functions used for 
contrast enhancement are imadjust,histeq and adapthisteq [29][30]. In this work adapthisteq function is 
used. 

3.4 Feature Extraction 
Feature Extraction is the property of dimension reduction without eliminating the significant information 
from the data. So, for this purpose PCA (Principal Component Analysis) is used [31][32]. 

3.5 Training Neural Network Model 
Backpropagation neural network is used to train the data. A benchmark dataset is always required for 
evaluating performance of algorithms therefore CASIA V2 dataset is fed to the network for training 
purpose[33][34]. This dataset is freely available on the internet. In this dataset images are in true colour 
or RGB Scale and are forged with Splicing. 

3.6 Testing Images 
The images are then tested for authenticity, means whether the tested image is forged or authentic with 
the help of Classification (matching) [35][36]. 

3.7 Performance Evaluation 
Performance evaluation is done by using parameters like precision, Recall, accuracy and Mean Square 
Error. 

3.8 Algorithm 
Step 1: Get Training samples Ix such that 

{Ix= I1, I2 I3 - - In} 

Step 2: Convert Ix to Gx such that ,Gx = rgb2gray (Ix) &Gx = {G1, G2, G3 - - - Gn} 

Step 3: perform Contrast level Enhancement Cx, such that Cx = F (contrast (Gx)) where,     Cx = Enhanced 
Intensity Image.i.e Cx = {C1,C2, C3... Cn}. 

Step 4: Get the edge boundaries using Edge detection Ex such that 

Ex = Edge (Cx1, Cx2, Cx3… Cxn) 

Step 5: Perform the feature Extraction & Extract feature vector such that. 

Fx=for  i=1 to n.  Extract {f(x)} 

END for 

Step 6: Save f(x) in the matrix M(x) 

Step 7: Train the model for all the Im, where Im = Image includes all Training set 

Step 8: Generate Test Sample (Tx) such that Tx={T1, T2, 73… Tn} 

Step 9: Load Tm such that Tm = Trained Model 

Step 10: Perform classification or Matching such that CD= classify (TM, Tf) 

Where, TM = Trained Model feature 

Tf = Test Extracted feature for classification 

Step 11: Perform Evaluation and stop 
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IV. STIMULATION RESULT AND ANALYSIS 

The experiment is implementd using MATLAB 2017b on computer with i3 processor and 8 GB of RAM. 

4.1 Dataset 
CASIA: It is widely used dataset for evaluating multiple types of attacks. CASIA dataset consists of 
uncompressed images and JPEG images with different compression quality factor. It consist of 7491 
forged images and 5123 original images [1][2][3][5][7][8].Splicing images and post processing images are 
also used. 

4.2 Evaluation Metrics: Performance evaluation 
Precision, recall and F1- measure are used as evaluation metrices [21]: 

Precision= TP/TP+FP 

Recall= TP/TP+FN 

F1-measure=2x (precision x recall) / precision + recall 

4.3 Results 

 

Fig. 3: Neural Network Training 

 

Fig. 4: MSE vs. Length of data 
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Fig. 5: Simulation Results 

 

V. CONCLUSION 

There are different kind of techniques available for image manipulation; Splicing is one of them. An 
efficient supervised learning approach for splicing forgery detection with low classification error rates is 
proposed in this work. Then the performance is evaluated by using parameters like precision, Recall and 
Mean Square Error. Proposed approach is able to increase the accuracy with low classification error rate 
while the existing work takes the optimal value to get their required result. Less false positive and false 
negative rate and more precision, recall rate shows that the Proposed approach is able to increase the 
accuracy while the existing work takes the optimal value to get their required result. More parameters are 
used to make comparisons more realistic. 
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