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ABSTRACT 

Audio deep is the next frontier for company compromise scams, and it's becoming more 

usual for crooks to get access to corporate funds through deception. With the popularity 

and capability of audio deep fakes growing, it's more critical than ever to develop 

defences against deep fakes used for nefarious purposes. The goal is implemented using 

Python and the CNN technique. 

The model is fed an image dataset of a frequency analysis audio sample. The model 

uses visual representations of audio clips, which are then fed into resnet34 and trained to 

achieve accurate accuracy, to distinguish between real and fake audio. Recent 

breakthroughs in deep learning and other related fields. 

Keywords:CNN,dataset,resnet34,Python 1,Introduction: 

 

Artificial intelligence can make phoney 

photographs and videos, but it can also make fake voices. Most of us have witnessed a 

video hoax in which deep- learning algorithms are used to substitute one person's image 

with that of another. The greatest are terrifyingly lifelike, and now it's time for audio. 

When a "cloned" voice that is possibly indistinguishable from a real person's is utilised to 

make synthetic audio, it is known as an audio fake. Furthermore, because many speech 

recordings are of low-quality phone calls (or recorded in noisy environments), audio 

fakes can be made even more difficult to detect. The worse the sound quality, the more 

difficult it is to detect telltale signals that a voice isn't genuine. 

      Recently, AI-integrated developments in most of the techniques have demonstrated 

their potent ability in making realistic-sounding voices. Fake voices are inaudible to 

human ears and are frequently utilised to create realistic and natural fakes that highlight 

serious risks to our community. Resemble and Descript both feature free online demos 

that anyone can try. You simply record the phrases that appear onscreen, and a model of 

your voice is produced in a matter of minutes. You can thank artificial intelligence (AI)— 

specifically, deep-learning algorithms—for being able to match recorded audio to text and 

decipher the phonemes that make up your voice. It then approximates words using the 

linguistic building elements that result. 
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The model uses visual representations of audio snippets, which are then fed into 

resnet34 and trained to achieve accurate accuracy, to distinguish between actual and 

fake audio. Recent advances in deep learning and related technologies have resulted 

in enhancements in a variety of fields, including computer vision, bioinformatics, and 

speech recognition, among others. 

 

2. RELATED WORK 

Deep learning has a lot of advantages these days. The training of images, videos, and 

audio, as well as the testing of such photos, films, and audio, has become 

straightforward and user- friendly. There are still certain drawbacks and hazards. We 

shall talk about audio made by deep fakes in this paper. It is a very popular word in 

modern technology, and fake audio is not only alarming, but it is already happening. 

Fake audio can be used for harmful objectives, affecting human life directly or 

indirectly. Google Maps, for example, uses deep learning-based navigation; if it changes, 

we will be misdirected. Many publications on how to tell the difference between 

    actual and false audio have been cited in this study. 

To achieve the goal, Python and deep learning were employed and implemented. This 

work's inputs are audio or video data, and the model has been trained to recognise 

aspects that are unique to voice generation and detection. To distinguish between real 

and false, a deep learning technique is applied[1]. 

In this era of fake news, unfettered access to large-scale public databases, along with 

the rapid advancement of deep learning techniques, particularly Generative Adversarial 

Networks, has resulted in the development of incredibly realistic fake content, with its 

accompanying ramifications for society. This survey covers a wide range of 

neuron behaviours for effective and robust AI aided multimedia fakes forensics as an 

inside-out strategy.[3] 

3. PROPOSED SYSTEM 

 

The basic goal is to accurately classify the audio clip as real or phoney.The audio clips' 

frequency plotted graphs are included in the dataset. The dataset is then trained against a 

validation set, which is fed into resnet for the accuracy output, rather than using time- 

domain analysis because a person's frequency spectrum is more comparable to his 

natural voice than his enunciation. 

 

Advantages: 

face modification techniques, including Deep Fake● 1.A technological method for 

recognising

  methods, as well as ways for detecting such 

 phoney voices in audio input. 
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manipulations. Face manipulation is broken down● 2.The regressor is a random forest, 

which 

into four categories: I complete face synthesis, ii) identity swap (DeepFakes), iii) attribute 

manipulation, and iv)expression exchange. 

We present details about manipulation techniques, existing public databases, and 

essential benchmarks for technical evaluation of false detection methods, as well as a 

summary of the results of those evaluations, for each manipulation group. We give special 

attention to the latest generation of DeepFakes, stressing its advances and problems for 

fake detection, among all the elements mentioned in the survey. We also examine 

outstanding topics and future trends that should be considered in order to advance in the 

sector, in addition to the survey result[2]. 

With recent advancements in speech synthesis, AI-generated false voices are 

indistinguishable to human hearing and are frequently used to create realistic and natural 

Deep Fakes, posing genuine hazards to society. Effective and reliable detectors for 

synthesised false voices, on the other hand, are still in their infancy and are unable to 

effectively address this rising issue. In this study, we propose an experiments on three 

datasets (including commercial products from Google, Baidu, and others) containing both 

English and Chinese languages were conducted to confirm Deep Sonar's high detection 

rates (98.1 percent average accuracy) and low false alarm rates (about 2% error rate) in 

detecting fake voices. In addition, substantial testing results show that it is resistant to 

manipulation attacks (e.g., voice conversion and additive real-world noises). In addition, 

instead of being driven and swayed by numerous artefacts provided in synthesizi, our 

study provides a fresh insight into adopting offers accurate detection. 

 

4. ARCHITECTURE DIAGRAM: 

 

 

The goal of this suggested system is to research and develop algorithms that can detect 

and identify a person's phoney voice. The input is a frequency analysis picture collection 

of real and impersonated Donald Trump's voice. The frequency domain audio spectrums 

for all of the audio clips are plotted after they have been preprocessed. Because a person's 

frequency spectrum is more indicative of his natural speech than his enunciation, 

frequency domain analysis is employed instead of time domain analysis. A validation 

dataset was put aside for 20% of the dataset. This was fed into a conventional resnet34, 
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which was then trained with pre- trained weights. 
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5. IMPLEMENTATION 

 

 

6. CONCLUSION: 

We have successfully created a method for detecting and identifying fake voices in our 

proposed system. CNN, a deep-learning technique, was used to train the audio sample 

dataset. The current detection methods are ineffective and inaccurate. The technology 

has delivered a simple and efficient solution at a very low cost. As a result, the purpose of 

our initiative is to limit illicit transaction flow and to provide a healthy atmosphere for 

individual contact and information transfer. 

We, as the next generation, are accountable for avoiding continuous social media fraud 

and fostering a healthy atmosphere for all. 

 

7. FUTURESCOPE 

We will examine this application of a fake voice identification model to identify and detect 

audio samples with more accuracy and efficiency in the future. The application is well-

liked by the media. They have a better chance to build or convert this proposed system in 
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many ways in the social media sector. As a result, this project has a bright future ahead of 

it, where manual detection and prediction may be easily converted to computational 

prediction at a low cost. 
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