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Abstract-: When cells grow and divide more than they should or do not die when they 

should, an abnormal mass of tissue arises. Tumors can be benign (noncancerous) or 

malignant (cancerous). Benign can develop to be quite large, but they would not  spread to 

healthy tissue or other sections of the body. Malignant tumors can invade or disseminate 

into surrounding structures. 

They can also spread through the blood and lymph systems to other regions of the body. 

Also termed as neoplasm.. But research has shown that specific risk factors may change the 

person's chances of producing human. Cancer be prevented by the diagnosis of tumor. As 

tumor can either be benign or malignant. By proper diagnosis cancer development and 

probability of future occurrence of tumor can bedetected. 
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1. INTRODUCTION 

The basic units that make up the human body are cells. Cells divide and expand to 

produce new cells as the body requires them. Cells normally die when they get too old 

or damaged. Then, in their place, new cells appear. 

When genetic alterations disrupt this normal cycle, cancer develops. Cells begin to 

proliferate at an uncontrollable rate. These cells may clump together to form a tumor. 

Tumors can be malignant or noncancerous. A malignant tumor is one that has the 

potential to grow and spread to other regions of the body. The term "benign tumor" 

refers to a tumor that can develop but not spread. A tumor is a tissue growth or lump 

that resembles swelling. Although not all tumours are cancerous, seeing a doctor if one 

emerges is a good idea. Tumors can range in size from a little nodule to a massive mass, 

and they can appear practically anywhere on the body, depending on thetype. 

As a result, the problem of monitoring and predicting cancer-disease development has 
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emergedas a major challenge and research focus.C omputer science and information 

technologies have advanced dramatically over the last two decades, and they are now 

playing an important role in cancer research. Because of their superior performance in 

simulation and modelling, data mining and machine learning approaches are increasingly 

beingused. 

For example, 2018 et al Heidari proposed  a machine learning-based method. Their work to 

centralise and identify breast cancer tissue was effective in classifying incoming medical 

images into malignant, benign, and healthy patients. Other successful ANN-based model 

implementations can be found in Siddiquiet survey. .'s(2020). 

The majority of traditional ANN applications, on the other hand, consider network inputs 

directly from the original data, with less work done in terms of input amendment or 

augment. The standard network training process, on the other hand, is usually time 

consuming, especially when there are a large number of inputs. Furthermore, in some real-

world scenarios, the standard ANN's generalisation performance is far from satisfactory. 

Chaoyu Yang's review looks in to the identifying subsequent disease development using a 

hybrid algorithm of ANN, Naive Bayes, andMarkov chain (2020). To address the issue of 

predicting patients' disease development, we try to predict the probability of reoccurrence 

of tumour by identifying its type and medical conditions using an existing algorithm based 

on the idea of Artificial Neural Network, Navie Bayes, and Markov chain. 

The remaining portion of the paperwork is outlined. Section 2 summarises the existing 

work and the results obtained. Section 2.1, 2.2, 2.3 provides a review of the literature on 

the topics analysedin the domain of cancer risk analysis ANN, Nave Bayes, and Markov 

chain. Section 3 provides background information on the research, such as a description 

of the target dataset used in this study and the Markov chain. Section 4 provides the 

proposed approach and the work flow of the study. Section 5 then discusses the 

subsequent disease development and Section 6 describes t the existing ANN model, 

Section 7 describes the overview and experimental outcomes of the project and Section 

8 concludes thestudy. 

2. EXISTING WORK 

Cancer-related studies, such as patient status monitoring, medical resource allocation, 

and survivability prediction, to name a few, have attracted a lot of attention (Loud and 

Murphy, 2017). Heidari et al. (2018) proposed amachine learning-based model to 

identify mammographic image features for short- term breast cancer prediction in their 

work. The results also demonstrated a significant improvement in their work  when 

compared to standard methods such as Linear Regression and Decision Tree. In 

addition, a comparison of the Nave Bayes and K-Nearest Neighbor. In the medical 

domain, we have seen a large number of ANN-based applications. For example, Fakooret 

al. (2013) developed a hybrid method for cancer detection that combined ANN with the 

Support Vector Machine and was tested on several gene-expression datasets. Amrane et 
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al.(2018) provided (KNN) algorithms for the categorization of breast cancer. An 

investigation combining the Bayesian Network and Markov Chain models to modify the 

Artificial Neural Network's input. The proposed algorithm (in Chand Yoag 2020) is then 

applied to one of the world's largest cancer-related datasets, and a comparison with 

state-of- the-art approaches ismade. 

2.1 Prediction of Cancerdevelopment 

Cancer risk assessment is critical for healthcare providers and medical researchers. Several 

research studies have attempted to provide a diverse range of cancer risk management 

and/or prediction strategies. The ultimate goal is to provide precautionary measures for 

people who are at risk, as well as to monitor disease progression (or survivability 

prediction). 

Hart et al. (2018) used a multi- parameterized neural network for lung cancer risk 

prediction, which was based on putative risk factors as well as clinical data and also 

demographic data 

Despite the high level of interest in cancer risk and survivability analysis, little research 

has been conducted on the relationship between patients' previous and current 

diagnoses. This research question is critical because it aids in the prediction of patients' 

future disease development. Gaining a thorough understanding of the potential risk for 

subsequent diseases also aids in improving healthcare quality and treatment services. In 

(Chand Yoag 2020), a probabilistic model that incorporates the techniques of the 

Artificial Neural Network, Naïve Bayes, and the Markov chain model is proposed. This 

study aims to investigate the early stage of tumour by identifying its type and the 

likelihood of tumour cell development to cancer by analysing previous medical reports 

and family healthhistory. 

2.2 Artificial neuralnetwork 

The Artificial Neural Network (ANN) is a popular data-mining algorithm that can 

respond to complex inputs and generate desired outputs. Because of its satisfactory 

performance and high accuracy, ANN has found widespread application in a variety of 

fields, including pattern recognition prediction, statistical simulation, and so on. The 

artificial neuron is the most fundamental computing unit in ANN. These neurons are 

built in the same way that biological neurons in the human brain are. In general, input 

signals aresent. 

Assume the i-th neuron's input signal is a vector of xi, the connection strength to the output 

isthe weight wj, and its bias input  isrepresented byb. 

Given the activation function f (.), the output of the i-th neuron is as follows: 
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Furthermore, after determining the activation function and network structure, a training 

process is required to update the internal network weights in order to minimise the error 

between the actual network and the desired output, as done in the Chand Yoag 2020. Back 

Propagation, Resilient Propagation, and other common learningalgorithms. 

2.3. Naïve Bayes and Markov Chain 

From [1] Bayesian theory provides a computational framework for estimating conditional 

probability, which has been shown to be effective in a variety of applications. Assume we 

have one training sample x and n different class labels ci . The posterior probability (for x) 

of belonging to the i-th class [or prob(ci|x)] can then be expressed as follows: where 

prob(ci) denotes the class prior probability, prob(x) the prior probability of x, and 

prob(x|ci) the posterior probability of x given the ci classcondition. 

The Markov chain model, on the other hand, is required to compute the transition 

probability from one state to another. The first order Markov chain, in particular, 

operates on the assumption that future states for one particular element (or event) 

depend only on the current state and not on previous states. In other words, consider xi 

I = 1, 2,,m) to be a sequence of random variables. The probability of transitioning to the 

next state (or xm+1) is then estimatedas: 

The Markov chain model is useful for factoring the sequential characteristics of events. 

Summary 

In this section, we will review some existing research on data mining techniques in the 

medicaldomain. 

In addition, we get around a fundamental discussion of three popular methods: the 

Artificial Neural Network, Nave Bayes, and Markov chain model. Based on these three 

methods, we will employ an existing novel prediction algorithm to monitor and predict 

patients' disease progression by diagnosing the tumor, as discussed in the following 

sections. 

 

3. STUDY BACKGROUND 

Pondering for    a    dataset,     we discerned some medical reports .This incidence database 

is made up of de- identified patient data from various types of cancer diseases. In addition, 

there are 137 features for each patient record. These features cover both demographic and 

clinical data. Gender, ethnicity, year of birth, month and year of diagnosis, age, and marital 

status of patients at diagnosis are examples of demographic information. Clinical 

information includes the primary site of the tumour, a tumour marker, the size of the 

tumor, the types of treatment received, behaviour patterns codes, laterality, andhistology. 

Cancers are developed from tumors which can be of two major types. That is benign(non

 cancerous) and malignant(cancerous) . The earlier stage of the 

malignant tumor is premalignant which can beprevented from further development if 

diagnosedproperly. 
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4. PROPOSEDAPPROACH 

In this section, we propose a method for predicting the probability of cancer 

development with different parameters by analyzing the tumor as well as the patients' 

previous clinical details by incorporating three different methods, including the 

Bayesian and Markov models, as well as the  artificial  neural  network,   which  is   a 

existing novel predictionalgorithm 

. The output from the two probabilistic models will be cast into the analysis after they 

have been diagnosed with cancer. 

4.1 DataPreprocessing 

Data preprocessing is a data mining technique used to convert raw data into a usable 

and efficient format. 

Data Preprocessing StepsIncluded: 

 

1. Data Cleaning: There may be many irrelevant and missing parts in the data. Data 

cleaning is performed in order to handle this section. It entails dealing with missing 

data, noisy data, and soon. 

 

2. Data transformation: The process of altering the format, structure, or values of data. 

3. Data Reduction: Data reduction is a process that takes the original data and reduces it to a 

much smaller size. While reducing data, data reduction techniques ensure dataintegrity. 

Among the 132 features, 17 independent features were chosen that may have an impact on 

cancer prediction tasks, such as gender, race, status, age, primary site, tumour size, colour, 

texture, past alignments, and so on. 
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Working with the collected data, it is determined that itis impractical to backtrack those 

new features from previous records. In this study, patients' records with missing values 

will be removed for brevity's sake. That is, only completed data samples will be taken 

into account. Following that, we discover that selected attributes can be classified as 

discrete or continuous. When compared to continuous attributes, discrete attributes are 

easier to process. For continuous data, the minimum-maximum normalization is used, 

which limits the values from continuous features to the range [0, 1]. Let vpjbe the value 

from the p-thsample and the j-th continuous feature, and min(vj) and max(vj) be the 

minimal and maximal values of this j-th feature from all samples, respectively. As a 

result, the normalized value vpj will be estimatedas 

 

 

From [1]. 
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The attributes used are 

 

 

And other data used are to diagnose the development are 

Id,diagnosi,radius_mean,texture_mean,perimeter_mean,area_mean,smoothness_mean 

,compactness_mean,concavity_mean,concavepoints_mean,symmetry_mean,fractal_dimensio

n_mean, radius_se, texture_s, perimeter_se,area_se, 

 smoothness_se, compactness_se  ,concavity_se, concave 

points_se,symmmetr,fractal_dimension_se 

,radius_worst,texture_worstperimeter_worst,area_worst,smoothness_worst,compactness_

worst,concavity_worst, concave points_wors, symmetry_worst, fractal_dimension_worst. 

5. SUBSEQUENT DISEASE- DEVELOPMENT ESTIMATION 

The disease's subsequent development has already been studied in [1]. 

 
 

N(Dp^i+1 , Dp^i ) is the number of patients with a diseaseDi+1. 

Markov and Nave Bayes models are used, and C(D pi, vpi) is the equality used to ensure 

that all probabilities sum to 1. 

6. ANNModel 

 

Overall, we investigate the existing Nave Bayes and Markov chain models to estimate 

the possibility of disease development. We then consider this probability result, among 

other original features, as an additional input for training a network. Finally, to mitigate 

the effects of the large number of input features, a sparse training strategy is used to 

maximise the network structure while simultaneously limiting the training error. 

Algorithm 1 sums up the proposed method for investigating cancer risk analysis to the 

thatend. 

Algorithm 1: Existing cancer-risk prediction algorithm based on an improved 
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probabilistic neural network. 

Stage 1: Data preprocessing, which includes feature selection, the removal of missing 

records, and data normalisation. 

Stage 2: Determine the probability. 

Stage 3: Use the probability result and the original input features to train the network: 

Stage 3.1: Assign weights to the hidden state at random; Stage 3.2: Solve the optimization 

problem to obtain a spare weight matrix for the hidden-output layer. 

The trained neural network should be output. 

 

 

7. OVERVIEW 

 

EXPERIMENTAL OUTCOMES 

This has been described in [1] the experimental results obtained by applying the 

parameters to the existing algorithm to investigate the disease development of a patient. W 

we present the experimental setup and evaluation metrics, and we discuss the probabilities 

based on their historical information and individual profiles, while the performance is 

evaluated using the existing algorithm, which is efficient of producing thepossible 

 

outcomes expected being trained with the available dataset. The training and the tested 

data results has been articulated. 
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8. CONCLUSION 

Understanding patients' cancer risks using their historical medical data is a major focus 

of healthcare management. There are still many challenges to overcome, such as high 

dimensionality and heterogeneous data structure. In this study, a novel algorithm based 

on an improved probabilistic neural network is tested with various parameters with the 

ultimate goal of providing decision support for cancer riskmanagement. 
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