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Abstract. This study aims to develop an analytical thinking tendency scale for university students. In 
this direction, a draft scale, consisting of 50 items, was applied to 574 university students. The obtained 
data were subjected to reliability tests, explanatory and confirmatory factor analysis (EFA-CFA). The 
factor analysis showed that the scale is composed of 2 factors. The percentage of variance explained by 
the factors was calculated as 43%. The fit indexes of the model obtained via CFA showed that the fit 
indexes of the two-factor structure are sufficient. Considering the reliability coefficients and AVE values 
calculated within the scope of the research, it can be said that the measurement results are reliable, and 
the divergent validity of the measurement results is provided. As a result of analyzes, a 5-score Likert 
type analytical thinking tendency scale consisting of 19-items was developed. According to the findings, 
it is determined that the analytical thinking tendency scale is a valid and a reliable assessment tool. 
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INTRODUCTION 

Thinking is a human-specific concept that begins with the birth of the individual and can be 
developed and improved directly or indirectly in the process following the birth. Knowledge 
acquisition, ability to apply what is learned, analysis, synthesis and evaluation are the skills 
related to the communication process (Charoenwongsak, 2003; Thaneerananon, Triampo and 
Nokkaew, 2016). Although most of these skills are acquired spontaneously in childhood, the rate 
of putting these skills into practice and using them in real life depends largely on the education 
system, individual efforts and working on the subject (Dewey, 2007). The ability of an individual 
to overcome real-life problems and develop new approaches to the problems in the process of 
education, individual efforts and working on the subject is directly related to the concept of 
“Analytical Thinking” (Cottrell, 2005). 

Analytical thinking is structurally based on reasoning and evaluation. All reasoning is of 
great importance in terms of making generalizations from certain observed phenomena called 
inductions and reaching certain conclusions from generalizations called deductions (Fathima & 
Rao, 2008). It can be considered as a design consisting of a mixture of two basic reasoning 
processes such as induction and deduction to analytical processes. In the analytical thinking 
process, the objects are first handled separately; then, in order to complete the process related to 
analytical thinking, the interaction with each other is examined in the sense of unity (Dewey, 
2007). With analytical thinking, the individual can separate any subject or problem into subtitles 
using the deductive method and evaluate each information separately. The purpose of 
questioning the information by dividing the problem or topics into small subtitles is to analyze / 
develop the whole based on unity based on the parts (Sternberg, 2006; Art-in, 2012; Yulina et al., 
2019). 

Analytical thinking is one of the most basic high-level thinking skills serving to the 
development of 21st century skills, such as critical thinking, problem solving, creativity and 
decision making. The historical and philosophical foundations of the analytical thinking process 
are based on Aristotle’s works on the disciplines of logic, in which he has set out the principles of 
systematic thinking (Shields, 2012). Cottrel (2005) stated that analytical thinking is related to the 
mental processing of the evidences that constitute an advantage or a disadvantage. According to 
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Sternberg (2006), analytical thinking is closely related to dividing a problem into pieces and 
giving a meaning to these pieces, evaluating and criticizing the characteristics of a concept. 
According to R. A. Dewey (2007), analytical thinking is the effective, consistent and careful 
evaluation of a belief or a knowledge in the light of the basis that supports it and, moreover, by 
predicting its direction. According to Üstündağ (2011), analytical thinking is a complement of 
creative thinking. According to Güneş (2011), analytical thinking includes the operations involved 
in the process of separating the parts that make up the whole from the body, re-defining and 
classifying these parts. 

 According to the constructivist approach, one of the main objectives of education is to 
realize analytical thinking. Analytical thinking is one of the predominant goals of pragmatic 
philosophy, of which John Dewey is one of the pioneers. According to Dewey, reflection gives 
meaning to the experience through the reorganization and restructuring of the existing 
experience and leads to the realization of subsequent experiences. Analytical thinking requires 
the learner to focus on the process rather than the result. For the realization of analytical thinking, 
first of all, learning should occur, and the individual should be able to convert what has learned 
into behavior. After that, the behavior should be evaluated, especially by the learner. It can be 
thought that an individual who is aware of the path he has taken in the process and can comment 
on the resulting product will benefit from this experience in his later performances (Dewey, 1933; 
Gürkaynak, Üstel & Gülgöz, 2008). 

Especially in the 21st century, analytical thinking is blended with critical thinking as a part 
of the problem-solving process, to provide the skills required to prepare children for a more 
complex living and working environment. Therefore, it is very important to develop analytical 
thinking skills in addition to applied, conceptual, synthesis, creative and criticism-based thinking 
skills of individuals (Charoenwongsak, 2003; Chaijaroen, Kanjug and Samat, 2006). Bringing a 
scale identifying analytical thinking tendencies of university students to the literature was 
thought to be quite important considering the factors such as the studies aiming to define 
analytical thinking entirely in a structural sense, analytical thinking being one of the main 
elements of the constructivist approach and helping the assessment of the teachers for improving 
intellectual processes of the students, etc. The literature includes “The Scale of Holistic and 
Analytical Thinking Styles in Problem Solving” by Umay and Kızıltuğ (2007). Although there are 
scales for measuring critical thinking tendencies in the literature, there are almost no scales 
developed for analyzing analytical thinking tendencies. When the literature on analytical thinking 
is analyzed, the concept of analytical thinking is considered as a sub-dimension on the scale 
developed by Pacini and Epstein (1999). This scale, which tries to determine the level of analytical 
thinking in the context of the sub-dimension, is scored in a 5-point Likert type. The reliability 
value in terms of internal consistency was calculated as .87. When the scales developed in the 
literature are examined, there are several scales with analytical thinking styles, but these scales 
are called as "Analytical and Holistic Thinking Scale". The “Integrated and Analytical Thinking 
Scale in Problem Solving Scale” which was adapted by Umay and Kızıltuğ (2007) and consists of 
5 items in total, is the only scale in the literature. Analytical thinking can be taught within the 
scope of educational systems and analytical thinking, especially problem solving, is thought to be 
beneficial for all subjects (Dewey, 2007). Students are directed to analytical thinking at 
universities (Arıol, 2009). In particular, individuals who are at the university level of education 
and training are expected to have the skills to solve the problems they encounter using sequential 
processes (Hammouri, 2003). However, each individual in the holistic way of thinking solves the 
problem with the help of similar examples of individuals with analytical thinking styles that 
intuitively and logically break down the problem and solve it by using sequential processes in the 
educational environment. When designing educational environments, it is necessary to reveal the 
characteristics of individuals in the education environment in terms of thinking style rather than 
preparing a program based on a single thinking style or based on a single thinking style 
(Sternebrg & Grigorenko, 2001; Sternberg & Grigorenko, 2004; Esmer & Altun, 2013). 
Measurement tools are needed to help determine the trend towards thinking styles such as 
Analytical Thinking Tendencies developed within the scope of research in terms of obtaining 
information in terms of thinking styles of individuals in an educational environment, preparing a 
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training program according to the thinking styles of individuals, increasing the quality of 
education and measuring student achievements correctly. Therefore, bringing a scale 
determining analytical thinking tendencies of university students to the literature is a necessity. 
In this context, the research aims to develop the Analytical Thinking Tendency Scale (ATTS). 

METHODS 

The universe of the study consisted of the students studying at Adnan Menderes University 
and purposeful sampling was used in the study. 

 

Study Group 

The research was based on the answers given by two different study groups of sample sizes 263 
and 314, which were studying in Adnan Menderes University Faculty of Education, Faculty of 
Science and Literature and Faculty of Economics and Administrative Sciences in the Spring 
Semester of 2016-2017 Academic Year. The first study group consisted of 198 female, 65 male 
students, whereas the second group consisted of 210 female and 104 male students. In order to 
increase the external validity of the study, the sample was kept as large as possible since larger 
sample size increases the power of the model to be tested (Weston and Gore, 2006). 
 

Data Analysis 

Within the scope of the research, Exploratory Factor Analysis (EFA) was performed using the data 
obtained from the first study group, whereas Confirmatory Factor Analysis (CFA), reliability 
analyzes, and content validity analysis were performed using the data obtained from the second 
study group. In scale development process, analyzes were started with an item pool consisting of 
50 items. The adaptation validity of the developed scale was checked using the scores related to 
the Holistic Thinking subscale of the Scale of Holistic and Analytical Thinking Styles While Problem 
Solving (Umay and Kızıltuğ, 2007). R program was used in the analyses performed within the 
scope of the research. Sem, lavaan, onyxR, Performance Analytics, psych, psychometric, semtools, 
stats, user friendly science packages were used in the analyzes performed within the scope of R 
program. 

RESULTS 

Statistical analyzes were performed to reveal the psychometric properties of the 
measurements. First of all, EFA was applied for the construct validity of the interpretations made 
from the measurements. Sample size was the first priority in this study. There is no consensus on 
the sample size of the study group that should be included in factor analysis studies. Cattell (1978) 
stated that 200 participants were acceptable in factor analysis studies; Comrey and Lee (1992) 
stated that the average sample size should be 200 participants; Kline (1994) stated that 200 
participants would usually be sufficient. In the estimation of the appropriate sample size for 
performing a factor analysis, it is recommended to reach a sample size that meets at least two of 
the criteria present in the literature (Çokluk, Şekercioğlu and Büyüköztürk. 2014). In this study, 
data from the first study group consisting of 263 participants were used for EFA and data from 
the second study group obtained from 314 participants were used for CFA. Considering the 
criteria listed above, it can be said that the number of participants in the study groups is 
appropriate for factor analysis. 
 

Findings of the Exploratory Factor Analysis 

Kaiser-Meyer-Olkin (KMO) index was checked and Bartlett test was performed to determine the 
suitability of the data for factor analysis in terms of construct validity. The Bartlett’s Test of 
Sphericity is based on the principle of testing the correlation matrix of the variables in the data 
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set against the unit matrix for scale development and consequently gives an indication about the 
suitability of the data set for EFA. The Kaiser-Meyer-Olkin (KMO) value is a measure of whether 
the data can be illustrated by factor analytic model (Aksu, Eser and Güzeller, 2017; Büyüköztürk, 
2018). As a result of the analyzes, Kaiser-Meyer-Olkin (KMO) value was found to be 0.92; the 
result of the Bartlett sphericity test was statistically significant (χ2 = 255.41; sd = 49; p = .000). 
Kaiser-Meyer-Olkin (KMO) values above 0.90 are interpreted as excellent (Çokluk, Şekercioğlu 
and Büyüköztürk, 2014; Aksu et al., 2017). In addition, the analysis of KMO value for each variable 
showed that these values varied between 0.80 and 0.96. It was concluded that factor analysis 
could be applied to the data set because of the high KMO value of the whole data set; whereas the 
significance of the Bartlett sphericity test confirmed the assumption that the study group had 
normal distribution (Aksu et al., 2017). 

As a result of the EFA, overlapping problems was observed on the 2nd, 4th, 5th, 6th, 7th, 8th, 
10th, 12th, 13th, 15th, 16th, 18th, 19th, 20th, 23rd, 26th, 27th, 30th, 33rd, 34th, 36th, 37th, 42nd, 43rd, 44th, 
45th, 48th, 49th and 50th items (For the items to be included in the final form of the scale, the cut-
off value of factor load for each item was set as 0.5). A second EFA was carried out by removing 
these items from the measuring tool initially consisting of 50 items, and at the end of the second 
EFA, an overlapping problem was observed on items 22 and 32. 

A total of 31 items, observed to have overlapping problems in the 2 EFAs, were removed 
from the scale and a final EFA was performed to determine the number of factors and factor 
structures of the remaining 19 items. Scree Plot, Horn's Parallel Analysis, Very Simple Structure 
(VSS) and Velicer's Map Test were used to determine the number of factors. In determining the 
number of factors, the illustration of Horn's Parallel Analysis was done first.  

In recent years, other methods that give accurate results in determining the number of 
factors such as Parallel Analysis, Smallest Mean Partial Correlation (MAP = Minimum Average 
Partial) test have been frequently preferred (Fabrigar et al., 1999; Ford, MacCallum, and Tait. 
1986; Wang and Weng, 2002; Weng, 1995). In the graphic shown in Figure 1 in the study, both 
the Basic Components Analysis and Factor Analysis (Basic Axis Factoring) are performed together 
and the ideal number of factors is determined within the scope of the R program. However, in 
order to reveal the factor structure in the continuation of the study, the analysis results shown in 
Table 1 were obtained by the Basic Axis Factoring method. Although it was stated in the literature 
that factor analysis and principal components analysis were obtained as the reliability level of the 
measurement tool increased, principal components analysis was not used in order to reveal the 
factor structure (Thompson, 1992). 

Figure 1 shows the Scree Plot for the ideal number of factors. Regarding Figure 1, it is seen 
that a significant part of the variance is explained by the first factor for both curves based on 
principal component analysis and factor analysis, and the eigenvalues of the factors following the 
second factor are close to each other. In other words, after the second factor the contribution of 
the factors to the variance is minimal and approximately the same. As a result, it can be said that 
the ideal number of factors is 2 based on Scree Plot. 
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FIGURE 1. Scree plot 
 
The working principle of Horn's Parallel Analysis requires a random series of correlation 

matrix with the same number of participants and variables as the actual data. Principal 
component analysis is performed on these random correlation matrices and the mean of the 
eigenvalues is found. The mean eigenvalues calculated using random matrices is compared with 
eigenvalues calculated using actual data and the ideal number of factors is the point where the 
eigenvalue calculated by actual data is greater than the eigenvalue calculated by random data 
(Piccone, 2009). Figure 2 shows the illustration of Horn's parallel analysis for setting the ideal 
number of factors. The blue line in Figure 2 shows the eigenvalues of the actual data set; the 
dashed line consisting of red dots shows the eigenvalues of simulated data set; and the dashed 
red line indicates the eigenvalues of the resampled data set. The point at which a big drop 
occurred in the actual data set and the point at which the gap between the actual data set and the 
simulated data set are minimal (i.e., the intersection point) tells us the number of ideal factors. 
From Figure 2, it can be concluded that the ideal number of factors is either 2 or 3. 

 
FIGURE 2. Scree plot of Horn’s Parallel Analysis 

In order to reach a clearer result regarding the determination of the ideal number of factors 
according to Horn's Parallel Analysis, Table 1, which provides information about the number of 
components with eigenvalues greater than one, should be examined. Table 1 shows the statistical 
results for Horn’s Parallel Analysis. Considering that the eigenvalues of the two components in 
Table 1 that are greater than 1 (R program gives only the outputs the components whose 
eigenvalue is greater than one and therefore must be kept), the number of components is two. 
Therefore, it can be said that the ideal number of factors is 2 according to Horn's Parallel Analysis 
method. 

Table 1. Eigenvalues from Horn’s Parallel Analysis 

Component Adjusted eigenvalues Unadjusted eigenvalues Estimated bias 

1 7.1888 7.7102 0.5213 
2 1.1142 1.5344 0.4202 
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Very Simpe Structure (VSS) is another method used in collecting evidence for the validity 
of ideal number of factors determination. Table 2 shows to the output obtained by the VSS 
method. Regarding Figure 4, the maximum value of VSS Complexity 1 (0.75) was reached when 
the number of factors was one; whereas VSS Complexity 2 reached its maximum value (0.85) 
when the number of factors was two. The analysis output of VSS method also includes indications 
of the Bayesian Information Criteria. According to the analysis results, the smallest Bayesian 
Information Criteria (BIC) value was reached when the number of factors was 2. Considering the 
results of the Very Simple Structure method in determining the ideal number of factors, it can be 
said that the ideal number of factors is 2. 

Table 2. Results of very simple structure method 

Iteration nember VSS1 value VSS2 value 

1 0.75 0.00 
2 0.66 0.85 
3 0.60 0.81 
4 0.51 0.76 
5 0.62 0.72 
6 0.62 0.76 
7 0.62 0.76 
8 0.62 0.76 

In order to obtain a clearer result for the ideal number of factors according to Very Simple 
Structure method, the output of the number of factors related to model fit in Figure 5 can be 
examined. Regarding Figure 3, it is seen that the maximum fit value (approximately 0.9) can be 
achieved by 2 factors. 

 

FIGURE 3. Illustration of very simple structure method II 

As a final step in determining the ideal number of factors, the Eigenvalue-Component 
Graph in Figure 4, which allows comparison of various methods both visually and numerically, is 
examined. Regarding Figure 4, although the ideal factor number is found to be 1 according to the 
acceleration factor, the ideal factor number is 2 considering the eigenvalues, parallel analysis and 
optimal coordinates. The number of ideal factors according to the acceleration factor was found 
to be different than the ones found by other methods, which was thought to be related to the fact 
that the acceleration factor gives better results with large samples and high number of variables 
(Raiche, Riopel and Blais, 2006). 



2313 | AKSU & ESER                                                                                                               Development of analytical thinking tendency scale… 

 

 

FIGURE 4. Eigenvalue-component graph 
 
As a result of the evaluation of the outcomes of all methods used to determine the ideal 

number of factors in a holistic Figure, it was concluded that the ideal factor number of the scale 
developed within the study should be 2. The dimension consisting of 6 items was named as 
Association Dimension and the dimension consisting of 19 items was named as Differentiation 
Dimension. In the naming of dimensions, the meanings of the items and the definitions of Chaffee 
(1990) and Brookhart (2010) given about analytical thinking skill, dividing the whole into pieces 
and the relationships of the pieces with each other and with the whole, were taken into 
consideration. 

Table 3 shows the factor loads of the items associated with the 2 dimensions, which was 
set as the ideal number of factors in EFA, the relative variance and the total variance. According 
to Table 3, factor loads of the items vary between 0.51 and 0.70. For EFA, factor loads should be 
at least 0.30 (Barnes et al., 2001) and the factors can be interpreted if their loads are 0.32 and 
above. Factor loads being above 0.71 is considered as excellent, above 0.63 as very good, above 
0.55 as good, above 0.45 as sufficient, and above 0.32 as weak (Comrey and Lee, 1992). As 
mentioned before, the cut-off value of the items’ factor load has been set as 0.5, accordingly, the 
items with a factor load below 0.5 have been removed from the scale. At the stage of deciding the 
rotation method to be used within the scope of the research, Promax, one of the orthogonal 
rotation methods, was preferred considering that there may be a relationship between the 
dimensions since the concept of analytical thinking requires association skills and the fact that in 
reality the unrelatedness of the factors is quite unlikely (Rennie, 1997). 

Table 3 shows the factor loads of the items. Considering that the factor loads of the items 
in Table 1 vary between 0.51 and 0.70, it that the factor loads of the items can be said to be good. 
Table 3 also contains information about the explained variance. According to Table 3, the total 
variance explained by 2 factors constituting Analytical Thinking Tendency Scale is 0.43. In general, 
very high amount of explained variance cannot be reached in social sciences due to less 
information accuracy, thus the percentages varying between 40% and 60% are considered to be 
sufficient for explained variance (Gorsuch, 1983; Scherer et al., 1988; Dunteman, 1989; Kline, 
1994). Accordingly, the total variance explained by the 2 factors constituting the scale was 
accepted as sufficient. 
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Table 3. Results of the exploratory factor analysis (EFA) 
 Factor loads of association 

dimension  
Factor loads of differentiation 
dimension  

Item1  0.658 
Item3  0.707 
Item14  0.523 
Item17  0.515 
Item46  0.579 
Item47  0.547 
Item9 0.537  
Item11 0.534  
Item21 0.521  
Item24 0.539  
Item25 0.582  
Item28 0.634  
Item29 0.570  
Item31 0.653  
Item35 0.672  
Item38 0.596  
Item39 0.552  
Item40 0.680  
Item41 0.593  
SS loadings 5.032 3.224 
Relative variance 0.265 0.170 
Total variance 0.265 0.435 

 
Findings of the Confirmatory Factor Analysis 
CFA was conducted within the scope of the research in order to provide evidence about the 
construct validity of the data obtained from the scale and to verify the dimension structure of the 
model. Model fit indices of CFA are given in Table 4. Regarding the fit indices in Table 4, the 
relative chi-square value (χ 2/sd) is 2.45. χ2 / df (371.552 / 151) < 2.5 indicates a perfect fit (Kline, 
2011). According to Table 2, SRMR was 0.05; TLI was 0.86; CFI was 0.88; GFI was 0.86; AGFI was 
0.83. According to the literature, SRMR < 0.08 indicates a good fit (Maydeu-Olivares, Shi and 
Rosseel, 2017); 0.85 < TLI < 0.9 indicates a good fit (Bentler and Bonett, 1980; Sharma, 
Mukherjee, Kumar and Dillon, 2005); 0.8 < CFI < 0.9 indicates an acceptable fit (Bentler, 1990); 
GFI < 0.9 indicates a good fit (Tanaka and Huba, 1985; Sharma et al., 2005); and AGFI ≤ 0.9 
indicates an acceptable fit. As a result of the holistic evaluation of the figures in the Table and 
relevant criteria, it can be said that model-data fit was achieved. 

 
Table 4. Model fit indices 

χ 2/sd RMSEA SRMR TLI CFI GFI AGFI 

2.45 0.07 0.05 0.86 0.88 0.86 0.83 

 Table 5 shows CFA results. Table 5 includes numerical information about the estimates, 
standard error, and z values. According to Table 5, estimates were found slightly higher than 1 
and the significance values (z values) were statistically significant.  
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Table 5. Results of the confirmatory factor analysis 
                             Estimate  Std.Err  z-value    P(>|z|) 

Association                                           
    Item1                           1.000                            
    Item3                           1.026         0.112      9.183        0.000 
    Item14                         0.907         0.110      8.277       0.000 
    Item17                         1.038         0.113      9.176       0.000 
    Item46                         0.992         0.130      7.618       0.000 
    Item47                         0.890         0.118      7.513       0.000 
Differentation 
    Item9                           1.000                            
    Item11                         1.002         0.119      8.394      0.000 
    Item21                         0.805         0.106      7.569      0.000 
    Item24                         0.971         0.111      8.716      0.000 
    Item25                         0.980         0.112      8.727      0.000 
    Item28                         0.926         0.116      8.000      0.000 
    Item29                         0.989         0.124      7.962      0.000 
    Item31                         1.190         0.127      9.372      0.000 
    Item35                         1.034         0.115      8.958      0.000 
    Item38                         0.974         0.107      9.077      0.000 
    Item39                         1.018         0.116      8.795      0.000 
    Item40                         1.165         0.124      9.376      0.000 
    Item41                         0.855         0.102      8.415      0.000 

 
Factor loads of the two-dimensional model obtained by CFA are given in Figure 5. As can be 

seen, factor loads of association dimension vary between .35 and .68 and factor loads of 
differentiation dimension vary between .30 and .55. 

 
 

 

FIGURE 5. ATTS measurement model 
 

Findings on Content Validity 
 

In this study, Lawshe method was used in terms of content validity, for which the opinions of 8 
different education assessment and evaluation experts were taken. The quality and number of 
experts (between 5 and 40) involved in the calculations performed to determine the validity of 
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the scope is an important issue for the objectivity of the results (Lawshe, 1975; Veneziano and 
Hooper, 1997). Under the Lawshe (1975) method, experts were asked to rate each item as 
“essential’’, ‘‘useful but not essential’’ or ‘‘not necessary’’. As a result of the ratings, Content 
Validity Ratio (CVR), which was calculated using the formula and CVR values of the items, were 
found to be greater than 0. Content Validity Index (CVI) was calculated by taking the mean of the 
CVR values for all items and this value was found to be (0.87). Content Validity Index, which is a 
criterion used to determine the statistical significance of the items, was found to be 0.78 for 8 
experts, at 0.05 significance level. In the light of these results, the CVI ≥ CVR criterion was 
validated and the content validity of the scale was found to be statistically significant. 

 
Findings of Concurrent Validity 
 
Within the scope of concurrent validity, the correlations between students' association and 
differentiation tendencies and holistic thinking were calculated. Figure 6 provides an illustration 
of the correlation of the scale’s subdimensions with holistic thinking and the distribution of 
variables. Regarding Figure 8, there was a positive and statistically significant correlation 
between association and holistic thinking (r = 0.71; p <0.001) and a positive and statistically 
significant relationship between differentiation and holistic thinking (r = 0.60; p <0.001). 
Considering that analytical thinking and holistic thinking are two complementary concepts 
(Umay and Arıol, 2011; Brookhart, Nisbett et al., 2001), these correlation values can be taken as 
an evidence of the achievement of concurrent validity. 

 

FIGURE 6. Correlation values for concurrent validity 
 

Findings on reliability were discussed in the next section of the study. 
 
Findings of Reliability 
 
AVE and structural reliability values obtained from the analysis of the data collected by Analytical 
Thinking Tendency Scale are given in Table 6. 

Cronbach Alpha (α), McDonald Omega Total (𝜔𝜔t), McDonald Omega Hierarchical (𝜔𝜔h), 
Revelle’s Omega, Greatest Lower Bound (GLB), H coefficient were considered while analyzing the 
reliability in terms of internal consistency of the measurement results of ATTS. Regarding 
Cronbach Alpha values indicating reliability in terms of internal consistency, Cronbach alpha 
value was found to be approximately 0.81 for the association dimension; 0.91 for the 
differentiation dimension; and 0.92 for the whole measurement tool. Cortina (1993) and Schmitt 
(1996) reported that the Cronbach alpha coefficient above .70 may be sufficient. 

Cronbach alpha coefficient is affected by the number of items that constitute the scale. 
Cronbach's alpha coefficient can give lower results in the scales with less items (Cortina, 1993; 
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Osburn, 2000). Therefore, it is recommended to avoid using Cronbach's alpha coefficient for the 
reliability analysis of the scales with factors comprised of low number of items (Erkuş, 1999). At 
the same time, Cronbach Alpha coefficient assumes that the measurements are parallel, and the 
reliability of the congeneric measurements is predicted lower than actual. In order to reveal the 
real reliability value of the related dimensions, the analysis was also performed for McDonald 
Omega coefficient which is not affected by the number of items. Considering the facts related to 
Cronbach's alpha and better actual reliability prediction of McDonald's Omega method (Lucke, 
2005), McDonald’s Omega (Total) (1999) coefficient, which is defined for congeneric 
measurements, was also calculated in the study. McDonald Omega (total) coefficient was found 
to be approximately 0.81 for the association dimension; approximately 0.91 for the 
differentiation dimension; and 0.92 for the whole scale. McDonald's Omega (total) coefficient 
estimates the reliability by considering both general and specific factors. In addition to McDonald 
Omega (total) coefficient, McDonald’s Omega (hierarchical) values, which only consider the 
general factor of the scale, were calculated (Revelle and Zinbarg, 2009). McDonald Omega 
(hierarchical) coefficient was found to be approximately 0.75 for the association dimension; 
approximately 0.86 for the differentiation dimension; and 0.73 for the whole scale. Nunnally and 
Bernstein (1994) underlined that the reliability coefficient of a scale should be over 0.7 in order 
to be accepted as reliable. Considering that McDonald Omega coefficients for the whole scale and 
its sub-dimensions are above 0.7, it can be said that the reliability values of the scale are 
acceptable. 

Apart from Omega coefficients, GLB coefficients also provide more reliable predictions 
that Cronbach alpha for the whole scale and its sub-dimensions (Dunn, Baguley and Brunsden, 
2014; Peters, 2014). GLB coefficient was found to be 0.84 for the association dimension; 0.94 for 
the differentiation dimension; and 0.96 for the whole scale. As the other reliability coefficients 
calculated within the scope of the research, it can be said that the values related to GLB 
coefficients are also acceptable. 

Within the scope of the study, Loevinger’s homogeneity coefficient, also known as H 
coefficient, was calculated for the reliability of the scale and its sub-dimensions. H coefficient was 
found to be 0.82 for the association dimension of Analytical Thinking Tendency Scale; 0.91 for the 
differentiation dimension; and 0.92 for the whole scale. H coefficient, which is a general scalability 
coefficient, of 0.5 and above means that the relevant structure is strong (Sijtsma & Molenaar, 
2002). Therefore, it can be said that the structure of the scale is strong. 

In the study, Average Variance Extracted (AVE) values were also calculated for the whole 
scale and its sub-dimensions. AVE value was found to be 0.39 for the association dimension; 0.42 
for the differentiation dimension; and 0.41 for the whole scale. In terms of convergent validity, 
AVE values should be smaller than internal consistency reliability values (Structural Reliability) 
and each AVE value should be greater than 0.5 (Fornell and Locker, 1981). On the other hand, 
Fornell and Locker (1981) also stated that for AVE values less than 0.5, convergent validity of the 
structure is acceptable if the reliability in terms of internal consistency is greater than 0.6. In the 
light of this information, it can be said that AVE values obtained for association and differentiation 
dimensions and the whole scale are acceptable. 
 
Table 6. Reliability coefficients and AVE values of the scale 

 Association Differentation Total 
Cronbach Alfa 0.81 0.91 0.92 
McDonald’s Omega 
(Total) 

0.81 0.91 0.92 

McDonald’S Omega 
(Hierarchical) 

0.75 0.86 0.73 

Revelle’s Omega 0.92 0.85 0.93 
Greatest Lower Bound 
(GLB) 

0.84 0.94 0.96 

H Coefficient 0.82 0.91 0.92 
AVE 0.39 0.42 0.41 
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Fornell and Larcker (1981) stated that AVE values larger than shared variance estimates 

(square of inter-structural correlation) support divergent validity. In other words, the fact that 
the square roots of AVE values being higher than the correlation coefficients between latent 
variables is the evidence of discriminant validity. Table 7 includes the relationship coefficients 
between latent variables and the square roots of AVE values. 

 
Table 7. Relationship coefficients between latent variables and square roots of AVE values 
Dimension Association Differentiation 

Association 0.62*  
Differentiation 0.55 0.64* 

  
When Table 7 is examined, the diagonal elements of the matrix corresponding to the square roots 
of AVE values are larger than the non-diagonal elements of the matrix. According to this result, it 
can be said that divergent validity is supported within the scope of the research. 

DISCUSSION AND CONCLUSIONS 

In this study, it is aimed to develop a measurement tool that will allow to make valid and 
reliable measurements for the analytical thinking tendencies of university students. In order to 
ensure the content and face validity of the scale, expert opinion was taken and a draft measuring 
tool of 50 items was obtained. The items in the scale was evaluated by the students in the study 
group by a Likert-type scale of 5 (Always) – 1 Never (1). 

EFA and CFA were used to test the construct validity of the interpretations obtained from 
ATTS measurements. As a result of EFA, a two-factor structure consisting of 19 items explaining 
43% of the total variance was obtained. Regarding the meaning of the items grouped under the 
factors and the theoretical structure, the first factor was named as association and the second 
factor as differentiation. The validation of the theoretically constructed measurement model by 
the data was made by CFA. The fit indexes of the model obtained via CFA showed that the fit 
indexes of the two-factor structure are sufficient. 

Considering that being above 40% was taken as the criterion for the explained variance in 
EFA (Dunteman, 1989; Kline, 1994), factor loadings of the scale items were over .45, which has 
been set as the lower limit for sufficiency (Comrey and Lee, 1992), and the fit indexes calculated 
in the CFA were within acceptable limits; therefore it can be said that the construct validity of the 
measurements obtained from ATTS is provided. 

Cronbach Alpha, McDonald Omega Total, McDonald Omega Hierarchical, Revelle’s Omega, 
Greatest Lower Bound, and H coefficient were analyzed for the reliability of the measurements 
obtained from ATTS; moreover, AVE values were analyzed for its validity. Usually, measurements 
with a reliability coefficient of .70 and above are considered to be reliable (Fornell and Larcker, 
1981; Nunnaly and Bernstein, 1994). Considering the reliability coefficients and AVE values 
calculated within the scope of the research, it can be said that the measurement results are 
reliable, and the divergent validity of the measurement results is provided. Lawshe method was 
used for content validity of the measurements obtained from ATTS; CVI ≥ CVR criterion vas 
validated and the content validity of the scale was found to be statistically significant. The findings 
of the study suggest that ATTS can be used as a tool that produces valid and reliable 
measurements in determining analytical thinking tendencies of university students. 

The literature review revealed the lack of a measurement tool that can be used to measure 
analytical thinking tendencies in international studies. However, a scale that could be used for 
this purpose was found in the Turkish literature. This study, which aims to develop ATTS, is 
thought to be important in terms of filling this gap in the literature. In other words, helping to 
identify trends in analytical thinking is one of the strengths of this study. 

Providing more than one evidence for the construct validity and reliability of the 
measurements obtained from ATTS is another strength of the study. For example, Cronbach's 
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Alpha, McDonald Omega Total, McDonald Omega Hierarchical, Revelle's Omega, Greatest Lower 
Bound and H coefficients were used for the reliability of the measurement results. In terms of 
construct validity, both EFA and CFA were applied. Divergent validity and content validity were 
also tested within the scope of the study. 

Using the analytical thinking scale, which has a structure that examines metacognitive 
levels, information about the analytical thinking styles of individuals in the educational 
environment can be obtained. Considering that the separation of the concepts into pieces and the 
evaluation of the separation of the separated pieces is the basis of analytical thinking, a scale 
developed for such a structure can also be seen as a major importance in terms of decomposition 
and association of two sub-dimensions that can be considered as association and its importance 
for the structure. Using the scale obtained as a result of the research, obtaining information about 
the analytical thinking styles of the individuals in the educational environment, creating the 
education program by considering the profile of each individual's thinking style, developing the 
analytical thinking tendencies of the individuals and analytic thinking tendency of each individual 
in the educational environment exams can be created by keeping in front of them. 

Beside above-mentioned strengths of the study, there are some limitations, which bring 
various suggestions for future research. First, this study was conducted on a study group 
comprised of university students only. Considering that reliability is a concept related to the 
measurements and validity is a concept related to the appropriateness of interpretations made 
through measurements, validity and reliability studies to be carried out through the data 
collected from different samples are of great importance. 

Another suggestion for future research may be about the analysis of the concurrent validity 
of ATTS. Within the scope of the study, the relationship between the scores obtained from the 
association and differentiation subscales and holistic thinking was analyzed regarding the 
concurrent validity. Departing from this point, it may be suggested to carry out studies trying to 
determine the relationship between the sub-dimensions of analytical thinking and holistic 
thinking or similar variables. The realization of the studies in which ATTS will be used is of great 
importance in terms of contributing to the measurement power of the developed scale. 
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