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ABSTRACT 

The stability of prices is an important indicator of overall economic performance and is one of the 

main objectives of monetary policy. Pakistan's economy has a long history of unstable 

macroeconomic performance, especially the persistence of high inflation rates, which lasted for 

almost three decades. During this long period, many stability programs mostly backed by the IMF 

could not be implemented thoroughly and failed to achieve the desired outcomes and price 

stability. Researchers have identified factors including firm size, past stock performance, value, 

and growth as some of the factors affecting the stock exchange. While the current study uses only 

the Karachi Stock Exchange 100 (KSE100) index as a proxy and performs a time-series analysis 

to identify the best forecasting model which can help investors and government agencies to make 

up-to-date decisions. Recently, forecasting future observations based on time series data has 

received great attention in many fields of research. Several techniques have been developed to 

address this issue to predict the future behaviour of a particular phenomenon. In this study, two 

methodologies for forecasting the KSE100 index are used. The first is the linear time series 

modelling consisting of NAÏVE and Box-Jenkins methodology, while the second is the non-linear 

methods consisting of Generalized Autoregressive Conditional Heteroskedasticity (GARCH), 

Artificial Neural Network (ANN), and Support Vector Machine (SVM). These two approaches are 

used to obtain the static and dynamic forecasts of the KSE100 index daily data, and the accuracies 

are compared by using Mean Absolute Error (MAE), Root Mean Square Error (RMSE), Mean 

Absolute Percentage Error (MAPE), Directional Statistics (DS) and Diebold-Marino (DM) Test.  

The results indicated that the ANN is the most effective machine learning approach for improving 

the forecasting accuracy of the KSE100 index. Thus, from this study, the recommended model for 

forecasting the KSE100 index data is ANN which can handle the non-linearity and non-

stationarity. Hence, the ANN model is recommended and could be used for forecasting the KSE100 

index data.   

Key Words: Econometrics, Forecasting, KSE100 Index, Machine Learning, Time Series    
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1.1 Background of the study  

The stability of prices, as an important indicator of overall economic performance, is one of the 

main objectives of monetary policy. Pakistan's economy has a long history of unstable 

macroeconomic performance, especially the persistence of high inflation rates, which lasted for 

almost three decades. During this long period, many stability programs, mostly backed by the IMF 

could not be implemented thoroughly and failed to achieve the desired outcome, economic and 

price stability. Researchers have identified factors including firm size, past stock performance, 

value, and growth as some of the factors affecting the stock exchange. Fundamental analysis 

examines the company's stocks prices movements by their historical financial and accounting 

data. It includes an analysis of the company's earnings, expenses, profit, management experience, 

assets and liabilities, and industry dynamics. Such analysis helps investors to make investment 

strategies for getting surplus returns [1-4]. Five readily fundamental signals are considered more 

efficient by the financial analyst in predicting stock returns i.e., current ratio, leverage ratio, 

returns on assets, earnings per share, and price-earnings ratio. While the current study uses only 

the Karachi stock exchange (KSE) index and performs a time series analysis to identify the best 

forecasting model which can help investors and government agencies to make up-to-date 

decisions. On the other hand, due to the complex nature of the stock index, this is an open research 

area and for forecasting the stock index, most of the researcher has used different techniques [5-

7]. Recently, forecasting future observations based on time series data has received great 

attention in many fields of research. Several techniques have been developed to address this issue 

to predict the future behavior of a particular phenomenon. The traditional approach based on Box 

and Jenkins' Autoregressive Integrated Moving Averages (ARIMA) and Generalized 

Autoregressive Conditional Heteroscedastic (GARCH) models is commonly used because the 

resulting models are easy to understand and interpretable [8, 9].  

It has been widely accepted that predicting stock returns is not a simple task, since many market 

factors are involved, and their structural relationships are not perfectly linear. Recently, a 

promising data mining technique in machine learning has been proposed to uncover the 

predictive relationships of numerous financial and economic variables. Inspired by the fact that 

the determinant between these variables and their interrelationships over overstock returns 

changes over time, we explore this issue further by using data mining to uncover the recent 

relevant variables with the greatest predictive ability. In the near past, some advanced techniques 

are incorporated consisting of Support Vector Machines (SVM) and Artificial Neural Networks 

(ANN) that can handle the nonlinearity in time series and also overcome the problem of non-

stationarity. The use of SVM and ANN is increasing rapidly because of their ability to form complex 

nonlinear systems for forecasting based on in-hand sample data [5]. Thus, because of the above 

reasons forecasting KSE is not a simple task. In the literature review, many models are found on 

KSE forecasting including the most popular Box-Jenkins methods, for example [10, 11], GARCH 

type models are included as in [12-14]. To the best of our knowledge, the support vector machine 

has not been yet applied for volatility or risk forecasting of the KSE100 index. This motivates us 

to fill this gap and contribute to the literature and also do a comparison among the traditional 

approaches and machine learning approaches.   

In recent times, the hopes of financial researchers have been ignited because of the successful use 

of non-linear methods in other areas of research. The best advice one can hope to get from such a 

prediction is that it is best not to be in a particular market at all. Consequently, an effort has been 
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made in this study to better understand the use of non-linear models KSE100 index, which is the 

biggest and most important stock exchange in Pakistan. In fact, in the year 2002, the KSE100 index 

was declared the world’s best stock market by Bloomberg, and it was repeatedly ranked first by 

“Business Weekly” for more than six years in a row as the best-performing market globally.  

In this study, two methodologies for forecasting the KSE100 index are used. The first is the linear 

time series modelling consisting of NAÏVE and Box-Jenkins methodology while the second is the 

non-linear methods consisting of GARCH, ANN, and SVM. These two approaches will be used to 

forecast the KSE100 index of daily data. The main purpose of this study is to evaluate the 

performance of ANN and SVM with alternative  ARIMA, NAIVE, and GARCH univariate time series 

models to forecast the daily KSE100 index. Finally, a comparison of the forecasting accuracy of 

these models will be computed by using Mean Absolute Error (MAE), Root Mean Square Error 

(RMSE), Mean Absolute Percentage Error (MAPE), Directional statistics (DS), and Diebold-Marino 

(DM) Test.  

1.2 An Overview of KSE  

KSE is the oldest and largest stock exchange in Pakistan located in Karachi. It was founded soon 

after the creation of Pakistan dated 18 September 1947. KSE is Pakistan's largest tax-payer and 

contributed more than Rs. 4 billion during the fiscal year spanning 01 July 2006 to 30 June 2007 

towards the national exchequer for more details visit (www.psx.com.pk).  KSE was also listed 

among the 10 best stock markets in the world in 2015. According to Bloomberg, the Pakistani 

benchmark stock market index is the third-best performer in the world since 2009. In June 2015, 

Khaleej Times reported that since 2009, Pakistani equities delivered 26 percent a year for US 

dollar investors, making Karachi the best-performing stock exchange in the world. As of 10 July 

2015, total market capitalization reached Rs. 7.33 trillion (US$72 billion approximately). Initially, 

the KSE began with a share index of 50 as the market grew a representative index is needed. Thus, 

the KSE100 index was introduced on 01 November 1991 with base points of 1000 and to date the 

most generally accepted measure of the exchange. The KSE100 index is composed of the 100 

largest capitalization companies and there are different sectors but in the present study, only the 

KSE100 index is considered.  

The Pakistan stock exchange (PSX) was established on 11 January 2016 after the merger of the 

Karachi, Lahore, and Islamabad stock exchanges. PSX's origins were laid with the establishment 

of the KSE in 1947, the Lahore Stock Exchange (LSE) in 1970, and the Islamabad Stock Exchange 

(ISE) in 1992. As of 26 July 2020, there were about 540 companies listed in PSX and the total 

market capitalization was ₨. 7.07031 trillion (US$43 billion). Thus, in this study, the KSE100 

index is considered because it contributes more than 85% of shares in total [15].    

1.3 KSE100 Index Data Used by Different Studies   

KSE100 index data sets were used for forecasting the KSE100 index in the past. All time series 

were comprised of daily data. The KSE100 index data set is well-known and used as a benchmark 

for PSX with the reasons for its availability and easily accessible. In the previous studies presented 

above, different researchers used the same KSE100 index data with different classifications. Table 

1 illustrated KSE100 index data sets with the time used in the previous studies.  

Table 1: Description of data sets used by different researchers 

http://www.psx.com.pk/
https://en.wikipedia.org/wiki/Karachi_Stock_Exchange
https://en.wikipedia.org/wiki/Lahore_Stock_Exchange
https://en.wikipedia.org/wiki/Islamabad_Stock_Exchange
https://en.wikipedia.org/wiki/Lahore_Stock_Exchange
https://en.wikipedia.org/wiki/Islamabad_Stock_Exchange
https://en.wikipedia.org/wiki/Capital_cost
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Author Period Horizon Data 
Methods 

Employed 

Rashid, et al. [16] 2000 to 2019 Daily KSE100 index GARCH 

Muhammad and Ali [1] 2007 to 2017 Daily KSE100 index ARCH, GARCH 

and ARIMA 

Ahmad [17] Dec 2013 to Sep 

2017 

Daily KSE100 index GARCH and 

ARIMA 

Zafar and Hassan [18] 2000 to 2014 Daily KSE100 index GARCH 

Iqbal [19] 
3 Jan 2005 to 30 

Dec 2011 
Daily KSE100 index 

ARIMA and 

GARCH 

Khalid, et al. [20] 
Jan 2009 to Dec 

2012 
Daily KSE100 index 

EMD with 

ARIMA 

Haque and Naeem [21] 1998 to 2008 Daily KSE100 index GARCH 

Iqbal, et al. [22] 
January 1992 to 

June 2008 
Daily KSE100 index 

ARIMA and 

GARCH 

Fatima and Hussain 

[23] 

1 Jan 2000 to 18 

Oct 2002 
Daily KSE100 index 

ARIMA and 

GARCH 

 

The remainder of the study is organized as section 2 comprised the methodologies used in the 

study. Section 3 is composed of the analysis of the work on KSE100 index data which confirmed 

its worth. In the last section-4 concluded the work performed in this study. 

2. METHODS USED IN THIS STUDY  

2.1 ARIMA Model   

The models which require that the time series should be stationary are the ARMA models. 

Stationarity implies that the mean, variance, and autocorrelation structure of the time series 

remains constant over time since the data is smooth having no seasonality and trend factors. The 

successive difference has been taken whenever the given time-series are not stationary 

preferably at most two consecutive differences. The Interdependencies in time series (Zt) is 

measured by the AR terms while the dependence on preceding error terms is measured by MA 

terms [24, 25]. An ARMA model of order (p, q) for a univariate time series has the following form: 

Zt = α0 + ∑ αiZt−i +

p

i=1

∑ γj

q

j=1

εt−j + εt 

Where p is the number of AR terms, q is the number of lagged error terms, αi, i = 1,2, … , p is the 

coefficient of AR terms, and α0 representing the constant term while γj, j = 1,2, … , q is the 

coefficient of MA terms. εt~N(0, δ2) is a white noise process having mean zero, variance δ2, no 

autocorrelation, independently and identically distributed random variables. Using the Box-

Jenkins technique, first of all, it can be assured that the given time series is stationary. Stationarity 

can be achieved by taking the successive differencing of the time series (usually at most two 

times). The ACF and PACF plots are used for choosing the proper order of the polynomials and 
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contrasted with the theoretical bounds [26]. Some theoretical approaches are also used to obtain 

the appropriate ARIMA models like AIC [27] and BIC [28].  

2.2 NAIVE Model  

In the NAÏVE model, the current value at time t is used as a forecast for the next lead time t+1, 

which is as follows:  

�̂�𝐭+𝟏 = 𝐲𝐭. 

2.3 GARCH Model  

The GARCH model is the variant of the ARCH model introduced by Bollerslev [29]. The GARCH 

model is used to capture the high-frequency effect on the previous or lagged squared error terms 

and is more important to detect time-series volatility. The effect of the GARCH is common in most 

cases where a lower order needs to capture the dynamics. The GARCH (p, q) model can be written 

as:  

                                                                  𝛾𝑡 = 𝜎𝑡𝜀𝑡  

                                 𝜎𝑡
2 = 𝜙 + ∑ 𝜆𝑗𝜀𝑡−𝑗

2

𝑞

𝑖=1

+ ∑ 𝜑𝑗𝜎𝑡−𝑗 
2

𝑝

𝑗=1

                                               

Where p and q are the orders of the GARCH and ARCH terms and 𝜀𝑡 is a series of independently 

and identically distributed (iid) random variables with a zero mean and unit variance, 𝜙 > 0, 𝜆𝑗 ≥

0, 𝜑𝑗 ≥ 0, and  ∑ (𝜆𝑗 + 𝜑𝑗) < 1
𝑚𝑎𝑥 (𝑞,𝑝)
𝑖=1 .  It is also noted that if 𝑝 = 0, then the GARCH model is 

equivalent to the ARCH model. The AIC information criterion is used to determine the orders of 𝑝 

and 𝑞.  

2.4 Support Vector Machine 

SVM is an important machine learning (ML) method first introduced by [30], which can be applied 

to solve classification and regression problems. Initially, the SVM intended to solve classification 

problems, such as face identification, text classification, optical character recognition, etc. But 

recently the SVM is commonly used in regression and forecasting time series problems, see for 

more details [11, 13]. The fundamental principle of SVMs is to discover a hyperplane that 

separates a set of labelled data points into two distinct classes. SVM has been used for various 

time series models. On the other hand, they are the data points in which rounding errors are 

greater than are equal to the so-called SVM tube size. If the training set's sample observations are 

not completely separated, then alternatively a non-linear margin or boundary has to be made. To 

attain the nonlinear margin, the original input space is plotted into a higher dimensional space 

called the feature space. The features space is then searched for a hyperplane that can isolate the 

occurrences in the same feature space. If the classes are not separated linearly then we use the 

kernel function. For example, authors in [31] used SVM classifiers for analyzing the time series 

dengue data and genetic algorithm (GA) to determine the time-lags and subclass of climatic 

factors as key factors influencing the transmission of dengue. Figure 1 shows the linearly 

separable between the two classes [32]. Different types of SVM are used for different problems. 
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Figure 1: Linearly separable hyperplane between two classes  

In Figure 1, a linearly separable hyperplane is a line that divides the data point into two classes 

(blue & green), written as 

𝑦 =  𝛼 ∗ 𝑥 +  𝛽 

𝛼 ∗ 𝑥 +  𝛽 − 𝑦 =  0 

The above equation in vector form hyperplane can be written as, let 𝑋 = (𝑥, 𝑦) and 𝑊 = (𝛼, −1). 

𝑊. 𝑋 + 𝛽 = 0 

Because of good and reliable performance in real-world classification problems, the SVM is 

extended to regression and time-series forecasting [33]. In SVM literature, when it is used for 

classification problems called Support Vector Classification and when used for regression 

problems called Support Vector Regression (SVR). 

2.5 Artificial Neural Network 

ANN has many distinguishing characteristics over the ARIMA models and is a successful 

alternative to linear models to handle the nonlinearity factors when forecasting the time series. 

One of the best characteristics of the ANN is the universal approximation of any non-linear 

function up to the best degree of accuracy as desired [34, 35]. ANN can have single or multiple 

layers. The proposed ANN can handle the nonlinearity in KSE100 index data and enhances 

forecasting accuracy. The basic type of neural network is Multi-layer Perceptron (MLP). MLP is a 

feed-forward neural network (FFNN) with one or more hidden layers between the input layer and 

the output layer. Feedforward means that the data is produced in one direction. The most 

commonly used neural network is the FFNN with a single hidden layer having one output node 

for forecasting the time series applications [36, 37].  

In this study, the FFNN is considered to contain two layers in addition to the input layer. The first 

is the hidden layer and the second is the output layer. In the input layer, there are K inputs. These 

inputs are oftentimes weighted randomly. For each hidden layer, there are also N neurons. 

Practically, the best number of neurons in the hidden is equalled to 𝐾 × 2 + 1 [38, 39]. Each input 

variable X is separately weighted by a random weight 𝜙 automatically. The weighted inputs for K 

variables and N neurons are summed with the biased value E to formulate the input of the transfer 

function. The input variable (IPV) of the transfer function (f ) can be formulated as follows:  
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𝐼𝑃𝑉 = ∑ ∑ 𝜔𝑖,𝑗𝑋𝑗,𝑡 + 𝐸

𝐾

𝑗=1

𝑁

𝑖=1

 

where, 𝑗 = 1,2, … , 𝐾 and 𝑖 = 1,2, … , 𝑁. The most commonly used types of transfer functions for 

hidden and output layers are commonly tan-sigmoid which generates outputs between -1 to +1, 

log-sigmoid which generate outputs between 0 and +1, and linear transfer functions which 

generate outputs between -1 to +1. Selecting a transfer function for the hidden and output layers 

is important for obtaining good results and depends on the nature of the data. Figure 2 displays 

the different types of transfer functions that can be specified using the ANN toolbox in MATLAB.  

 

Figure 2: Transfer function types of ANN 

where 𝑉 = 𝑋 is an input vector for the hidden layer, 𝑇 = 𝑋 is an input vector for an output layer, 

𝑇 = �̂� = 𝑓(𝑁) as an output vector for the first hidden layer, 𝑇 = �̂� = 𝑓(𝐴) as an output vector for 

an output layer, 𝑀 = 𝐼𝑃𝑉 as a summation function for the first hidden layer, 𝐴 = 𝐼𝑃𝑉 as a 

summation function for an output layer, 𝐻 represents the number of neurons in the first hidden 

layer and the number of inputs for an output layer, and 𝑂 represents the number of the neurons 

in an output layer and equals to 1 oftentimes. Using the ANN toolbox, the FFNN that includes one 

hidden layer and one output layer with a single output can be represented in Figure 3 [40, 41].  

Inputs

E

+ f Output

W W

E

+ f

Hidden Layer Output Layer

H x K O x H

O x 1

O x 1

H x 1

H x 1

M

O x 1K x1 H x 1

TV A U

H O

 

Figure 3:  The general structure of ANN 

ANN training process is employed to adjust the random weights and bias values in each layer to 

enhance the forecasting accuracy and obtain the desired output. The best training functions for 

backpropagation algorithms are Levenberg-Marquardt (LM) and Bayesian regularization (BR) 

[42, 43]. LM training function is oftentimes the fastest training algorithm and is recommended to 

minimize the MSE of a neural network [44-48]. BR training function determines the weights and 

bias values according to LM optimization. It minimizes the forecasting error by combining the 

classical error’s sum of squares with two further terms called regularization [49-53].  
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2.6 Forecasting Accuracy Measures  

To check the proposed model's competency with the other models used in this study would be 

measured by using five different evaluation criteria. The first is the MAE, the second is the RMSE 

and the third is MAPE typically these methods are defined as: 

𝑀𝐴𝐸 =
1

𝑓
∑|�̂�𝑡 − 𝑋𝑡|

𝑓

𝑡=1

 

 

𝑅𝑀𝑆𝐸 = √
1

𝑓
∑(�̂�𝑡 − 𝑋𝑡)

2

𝑓

𝑡=1

 

 

𝑀𝐴𝑃𝐸 =
1

𝑓
∑ |

�̂�𝑡 − 𝑋𝑡

𝑋𝑡
| × 100

𝑓

𝑡=1

 

 

Where 𝑓 signifies the total number of forecasts, �̂�𝑡 represents the forecasted value and 𝑋𝑡 

represents the original value at time t. The above-stated forecasting accuracy methods are 

common and measure the level of forecasts. The directional forecasts are suitable for Government 

agencies and investors because they are interested in the market trend. Directional statistic (DS) 

used for this purpose provides the directional forecasting accuracy of the competing models [54, 

55], and is defined as follows:    

𝐷𝑆 =
1

𝑓
∑ 𝐹𝑡 × 100

𝑓

𝑡=1

 

Where 𝐹𝑡 = 1, if (𝑋𝑡+1 − 𝑋𝑡) × (�̂�𝑡+1 − 𝑋𝑡) ≥ 0, otherwise 𝐹𝑡 = 0 and 𝑓 represent the total 

number of forecasts. The minimum values of MAE, RMSE, and MAPE, the greater the forecasting 

accuracy is. While the greater values of DS produce more accurate directional forecasts. In this 

study, the Diebold–Mariano (DM) test is also used which compares the forecasting errors of the 

two competing models.  

𝐷𝑀 =
�̅�

√𝑉𝑎𝑟(�̅�)
, 

where �̅� =
1

𝑓
∑ 𝐸𝑡

𝑓
𝑡=1 , 𝐸𝑡 = (𝑋𝑡 − 𝑓1,𝑡)2 − (𝑋𝑡 − 𝑓2,𝑡)2, 𝑉𝑎𝑟(�̅�) =

1

𝑓
( 𝑟0 + 2 ∑ 𝑟𝑘

𝑓
𝑘=1 ) and 𝑟𝑘 =

𝐶𝑜𝑣(𝐸𝑡 , 𝐸𝑡−𝑘). 𝑓1,𝑡 signifies the forecasted values taken from the first model, while 𝑓2,𝑡 taken from 

the second model. The assumption required for the DM test is that the total number of forecasts 

from both models would be equal.   

3 Data Analysis and Discussions    

3.1 Data Used in the Study   
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The data used in this study was obtained from the publicly accessible Pakistan Stock Exchange 

(PSX) website (https://www.psx.com.pk/). The opening KSE100 index historical data is obtained 

from 1st January 2016 to 30th July 2020. The data is available in the online repository 

(https://dps.psx.com.pk/historical). This repository is for the KSE100 index visual dashboard 

operated by PSX limited. The data have a total number of 1137 intraday values. The descriptive 

statistics of the data are presented in Table 2.  

Table 2: Descriptive statistics of KSE100 index data  

Total No. of Observations 1137 Mean  39834 

Minimum value 27247 Median 40238 

Maximum value 52876 Standard Deviation 5297.2 

1st Quartile 35691 Skewness 0.0962 

3rd Quartile 42942 Kurtosis 2.4381 

From Table 2, it can be seen that the mean of the series is 39434 with a standard deviation of 

5297.2. The skewness and kurtosis of the series are 0.0962 and 2.4381, respectively which is 

apart from normality. The data is positively skewed (skewness > 0) and platy-kurtic (kurtosis < 

3). To test the data normality Jarque-Bera test is performed and presented in Table 3.    

Table 3: Normality test  

Test Statistic P-value Decision 

Jarque-Bera 16.7107 0.0002 
Data is not normally 

distributed  

From Table 3, it is observed that the p-value of the Jarque-Bera test is less than 0.01, which 

showed that the null hypothesis of normality is not accepted. To check the correctness, 

robustness, and generalizability of the suggested procedure, the KSE100 index data is divided into 

training and testing sets of observations. The first 80% of the total observations of the time series 

were used as a training set whereas the rest 20% was used as the testing set to evaluate the 

model's performance [56, 57]. The KSE100 index time series contains a total of 1137 observations 

spanning (1 January 2016, to 30 July 2020), the first 910 observations from (1 January 2016 to 1 

September  2019) belong to the training series, and the rest 227 from (3 September 2019 to 30 

July 2020) part of the testing series. The original training and testing observations are shown in 

Figure 4 and the testing set of observations is more focused in the second plot of Figure 4. 

 

https://www.psx.com.pk/
https://dps.psx.com.pk/historical
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Figure 4: Plot of the KSE100 index original training and testing data  

3.2 ARIMA Modelling Approach 

In this section, the ARIMA model will be fitted for KSE100 index data for the training period and 

forecast for the testing period. One of the basic assumptions for the ARIMA model is stationarity 

which implies that the data should be stationary before applying any statistical test and 

estimation of parameters. To overcome the stationarity problem, the unit root ADF test is 

employed. The results obtained are presented in Table 4.  

Table 4: ADF test and their P-values  

Series DF-statistic P-value Decision 

Original -1.5906 0.7516 Not stationary 

1st Difference -9.1110 <0.0001 Stationary 

Alternative hypothesis: The data is stationary 

From Table 4, it is observed that the series is stationary, after taking the first difference of the 

series. After obtaining the stationarity, the best orders of AR term 𝒑 and MA term 𝒒 will be 

determined. In this study, the ACF and PACF plots are used to determine the order of the AR and 

MA terms. The ACF and PACF plots of the first difference series of KSE100 index data are 

presented in Figure 5.  
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Figure 5: Plots of the ACF and PACF of the first difference of KSE100 index training data  

By looking at the ACF plot of Figure 5, it is observed that there is only one significant spike at lag-

1 and a second significant spike at lag-16. Therefore, the MA order to choose is 1. From the PACF 

plot, significant spikes are observed at lag 1, 10, and 16. Thus, a first guess would be the order of 

AR is 1. Therefore, from Figure 5 the first guess of the order of the ARMA model is (1,1) whereas 

the series was stationary after taking the first difference, so the recommended order of the ARIMA 

model is (1,1,1). After selecting the best ARIMA model, the next step is the estimation of 

parameters. The estimated ARIMA(1,1,1) model parameters are presented in Table 5.  

Table 5: The estimated ARIMA model parameters and standard errors 

Coefficient  Estimate Standard 

error 

t-statistic P-value 

AR1 0.1102 0.0332 3.320 0.0009 

MA1 -0.9952 0.0036 -276.6 <0.0001 

From Table 5, it is observed that the p-values of AR1 and MA1 are less than 0.01 which indicated 

that both coefficients are statistically significant. The next step is the diagnostic checking that the 

selected model is adequate and could be used for forecasting. The LB test checks the serial 

correlation among the fitted model residuals. The test stated that if the p-value is greater than 

0.05 then the hypothesis of no serial correlation is not rejected and provided that the fitted model 

is adequate and can be used for forecasting [58]. The fitted ARIMA model diagnostic checking is 

carried out and the results are shown in Figure 6.  
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Figure 6: Diagnostic test results of the fitted ARIMA(1,1,1) model 

The p-values of the LB test for all lagged values are greater than 0.05 and hence the hypothesis of 

no serial correlation among the fitted model residuals is statistically insignificant. This reveals 

that the fitted ARIMA(1,1,1) model is adequate and can be used for forecasting KSE100 index data. 

The last step of the Box-Jenkins methodology is forecasting. The forecast package of R-software 

is used for selected ARIMA model forecasting [59].  

3.3 GARCH Modelling  

Based on AIC, BIC, and AICc criterions the best-chosen model is GARCH(1,1). Before applying the 

GARCH model the data was converted to the log-returns using the relationship 𝑌𝑡 = 𝑙𝑛 (𝑌𝑡 𝑌𝑡−1⁄ ) 

and for the final output converted again and transferred to the original units. The estimated 

parameters of the GARCH(1,1) model, are presented in Table 6.  

Table 6: The estimated GARCH model parameters and standard errors 

Coefficient Estimate Standard error t-statistic P-value 

Constant 0.0005 0.0003 1.488 0.1366 

𝒂𝟏 0.0000067 0.0000027 2.444 0.0145 

𝒂𝟐 0.1278 0.0324 3.948 0.0001 

𝒃𝟏 0.8215 0.0449 18.270 <0.0001 

3.4 NAIVE Model  

In this section, the NAÏVE model is fitted for KSE100 index data. In the NAÏVE model, the current 

value at time t is used as a forecast for the next observation t+1. i.e. �̂�𝐭+𝟏 = 𝐲𝐭.  

3.5 Artificial Neural Network Approach  
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The input structure of ANN is subject to the number of AR parameters of the ARIMA model. The 

ANN input for the KSE100 index data is 1st lag from the original series. In this study, for ANN the 

MATLAB Neural Network Time Series Tools (ntstool) was used. MATLAB has improved some of 

its toolboxes for Neural networks. Neural network toolboxes in MATLAB use many types of 

training algorithms, training functions, and transfer functions. The structure of ANN has been 

constructed by determining the following requirements. 

(i).Feedforward backpropagation is used as a network type.  

(ii).The input for KSE100 index data is Yt−1. This input was automatically created by the MATLAB 

ntstool once the training input and target data were imported into the ANN structure.  

(iii).Only Levenberg-Marquardt training algorithms were used as a training function in this study.  

(iv). The weights were determined randomly depending on the strategies of the ANN toolboxes.  

(v).The maximum number of neurons in the hidden layer is equal to (2 × k + 1) where k is the 

number of inputs [38, 60]. The number of hidden neurons for KSE100 index data is 3.  

(vi). The nonlinearity of the KSE100 index was obligated to choose a nonlinear transfer function 

such as tan-sigmoid or log-sigmoid for the hidden layer to filter the nonlinearity. In this study, 

the Nonlinear Autoregressive (NAR) problem is selected from the ntstool.  

The complete structure of ANN(1,3,1) is presented in Figure 7 for KSE100 index data. Training 

and testing processes only need to import the input and target variables for training and testing 

periods, respectively. 
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Figure 7: ANN structure for KSE100 index data 

 

3.6 Support Vector Machine Approach  

The first step is to normalize the KSE100 index data which increases the model accuracy. The 

following procedure is used to normalize the KSE100 index data in the (0 to 1) scalable range. 

                 ynorm =
(yt − ymin)

(ymax − ymin)⁄                                                               

Where ynorm,  represents the normalized values, yt representing the original values, ymin used for 

the smallest and ymax used for the largest values of the original KSE100 index series. In this study, 
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the input structure of SVM is subject to the number of AR parameters of the ARIMA model. To 

determine the input structure for the SVM the order of the AR term is used i.e., [61, 62]. For 

KSE100 index data, the AR(1) model is fitted. In other words, the SVM input for the KSE100 index 

data is 1st lag from the original series. The structure of SVM has been constructed by determining 

the following requirements. 

(i).The KSE100 index time-series data are used spanning 01 January 2016 to 30 July 2020. To fit 

the SVM model the data are divided into P cases.   

(ii).The KSE100 index time-series data using one input, so we take P =1 i.e., Yt−1. This input was 

automatically created by the r environment once the training input and target data were 

imported into the SVM structure.  

(iii).The next step after the input selection is the SVM model parameter selection. An SVM model 

is based on four parameters which are SVM type, SVM kernel, cost C, and gamma ε. The 

accuracy of the SVM model is highly dependent on these parameters. The cross-validation of 

a 10-fold procedure was applied for obtaining the best values of C and ε parameters. In step 

1, the value of C ranging from 1 to 1000 and the value of ε ranging from 0.0001 to 0.05 was 

taken.    

(iv).The best SVM model for KSE100 index data was selected with SVM type “nu-regression”, SVM 

kernel “radial”, cost C “719” and gamma ε “0.001”. With these specifications, the SVM model 

produced the lowest RMSE.    

In this study, one-step-ahead forecasting was determined. The training data is used to develop 

the SVM model.  

3.7 ANALYSIS AND DISCUSSIONS  

The original data was divided into 80% training and 20% testing parts [63-65]. Then, we evaluate 

models including NAIVE, ARIMA, GARCH, SVM, and ANN, to compare their performance using 

various accuracy metrics including MAE, RMSE, MAPE, DS, and DM test. These metrics provide 

different perspectives to assess predicting models. The first two are the absolute performance 

measures while the third and fourth are relative performance measures. Table 7 summarizes the 

NAÏVE, ARIMA, GARCH, SVM, and ANN forecasting accuracy measures for the 20% testing set of 

KSE100 index daily data. 

Table 7: Forecasting accuracy measures of testing data for all models 

Model  MAE RMSE MAPE DS 

NAÏVE 426.67 614.64 1.22 --- 

ARIMA 422.27 617.84 1.21 57.96 

GARCH 424.63 613.97 1.21 56.63 

SVM 307.12 393.27 0.94 84.95 

ANN 116.68 188.83 0.35 93.55 

In Table 7, the values of MAE for NAÏVE, ARIMA, GARCH, SVM, and ANN models are 426.67, 

422.27, 424.63, 307.12, and 116.68, respectively. This reveals that ANN shows the lowest value 

(the best) among the other methods. Similarly, the RMSE values for NAÏVE, ARIMA, GARCH, SVM, 
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and ANN are 614.64, 617.84, 613.97, 393.27, and 188.83, respectively, and show that ANN 

achieved better performance compared to the other methods. We highlighted the results for the 

ANN model indicating the smallest values of MAE and RMSE among all models. While the values 

of MAPE for NAÏVE, ARIMA, GARCH, SVM, and ANN models are 1.22, 1.21, 1.21, 0.94, and 0.35, 

respectively. Thus, the values of the MAPE for NAÏVE, ARIMA, and GARCH models are between 1 

to 10, which reveals that these models fall in the range of good models whereas SVM and ANN 

models values are less than 1, which indicates that SVM and ANN models fall in the range of 

perfect models [25]. Since the value of MAPE for the ANN model is lower, therefore, the best-

suited model for KSE100 index data is the ANN. Moreover, next is the DS for ARIMA, GARCH, SVM, 

and ANN models are 57.96, 56.63, 84.95, and 93.55, respectively. Directional forecasts are more 

important because investors and policymakers always look for the trend in which the market 

prices are going up or down. Regarding the directional forecasting, the DS values of the models 

ARIMA and GARCH shown in Table 7 were 57.96 and 56.63 for KSE100 index data which were 

very close to the random guess. Thus, for ARIMA and GARCH models, it was hard to attain 

directional forecasting at a satisfactory level, and the anticipated cause is the complex nature of 

the KSE100 index data (i.e., non-stationarity and non-linearity). Next is the forecasting 

performance of the SVM and ANN models, the DS values of these models were 84.95 and 93.55, 

respectively. These values are higher than a random guess and showed that SVM and ANN models 

had a higher capability of directional forecasting compared with ARIMA and GARCH models. The 

ANN model attained the highest percentage of directional forecast which is 93.55% for KSE100 

index data and outperformed other models such as ARIMA, GARCH, and SVM. Thus, the ANN and 

SVM models achieved the highest percentage in directional forecasting while the ARIMA and 

GARCH models achieved the lowest values for the directional forecast. The ANN method shows 

significant performance compares to the rest of the methods based on 20% testing parts. Figure 

8 shows the plot of all forecasting accuracy measures for all models.    
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Figure 8: Plot of the forecasting accuracy measures for testing the data set of all models 

To authenticate the dominance of the ANN model, the study also applied the DM test. The DM test 

results statistically confirmed the above conclusion. For testing data, the DM test results are 

presented in Table 8. The DM test results statistically confirmed the above conclusion. Firstly, the 

ANN model chooses as a benchmark that statistically outperformed SVM, GARCH, ARIMA, and 

NAÏVE models and their respective p-values were far below 0.001 for the KSE100 index testing 

data. Secondly, the SVM model selects as a benchmark model, and the corresponding p-values of 

the GARCH, ARIMA, and NAÏVE models were not statistically significant for KSE100 index testing 

data. The SVM model performed well but their performance was not statistically different from 

the GARCH, ARIMA, and NAÏVE models. Thirdly, the GARCH model selects as a benchmark model, 

and the corresponding p-values of the ARIMA and NAÏVE were not statistically significant which 

indicates that the performance of these three models is the same at a 1% level of significance. The 

last is the ARIMA model compared with the NAÏVE model, the performance of both models was 

statistically insignificant, which indicated that both models have the same forecasting accuracy. 

Table 8: The DM test results of the KSE100 index testing data set 

Model SVM GARCH ARIMA NAÏVE 

ANN - 3.2971 

(0.001)* 

-5.5482 

(<0.001)* 

-5.5646 

(<0.001)* 

-5.5843 

(<0.001)* 

SVM  0.0781 

(0.938) 

0.0349 

(0.972) 

0.1019 

(0.919) 

GARCH   -0.3920 

(0.695) 

-0.3520 

(0.725) 

ARIMA    -0.2920 

(0.770) 

“ * ” significant at 1%, Alternative hypothesis: Model forecasts are different  

For a clearer picture, the original testing data and all fitted model data are plotted in Figure 9. The 

fitted models include NAÏVE, GARCH, ARIMA, SVM, and ANN. In Figure 9(a) the testing data set 

original values and one-step ahead forecasted values of all models are plotted. While in Figure 

9(b) the last thirteen days' values are more focused to highlight the pattern of all models with the 

original testing values. Among all models, the testing forecasted values of the ANN model are very 

much close to the original testing set values which confirms the superiority of the ANN model. 

Thus, the recommended model for forecasting the KSE100 index data is the ANN. The ANN model 

can handle the complex data of the KSE100 index and provide more accurate forecasts.     
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Figure 9: Plot of the original and forecasted values of all models (a) testing set (b) focused values 

of the last 13 days of the KSE100 index testing data set   

3.8 Future Forecasts  

The actual trend of detecting the KSE100 index in Pakistan has been increasing with exponential 

growth and is based on public behaviours and the Government’s interference. Using the 1137 

days of data from 01 January 2020 to 30 July 2020, ARIMA and ANN model, we forecasted the 

KSE100 index up to 31 August 2020. As we are trading with the nonstationary and nonlinear time 

series the ANN model is the best choice and provides a more accurate forecast for the future. The 

best model for KSE100 index data is used and daily forecasts are computed. The forecasting 

results of the model ANN demonstrated that there is an increase in the KSE100 index data with 

an exponential growth rate. While the ARIMA model forecasts show an increase in future values 

at a constant rate. Figure 10(a) shows the original and forecasted values of all models for testing 

data sets and also one-month ahead forecasts of ARIMA and ANN models. Figure 10(b) the one-

month ahead forecasts of the ANN and ARIMA models for the KSE100 index are more focused to 

see a clearer picture of the data.   
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Figure 10: Plot of the original and forecasted values of all models (a) testing set (b) Plot of the 

one-month ahead forecasts of the ANN and ARIMA models for the KSE100 index   

4  Conclusion   

The stability of the stock exchange, is an important indicator of the overall economic performance 

of a country and, is one of the main objectives of monetary policy. However, maintaining stock 

exchange stability over a period requires forward-looking approaches due to the lags and 

dynamic structure of stock exchange index movements. Therefore, predicting and forecasting the 

stock exchange index has emerged as a crucial factor to be placed in monetary policy decisions 

for almost every monetary decision-making process. In this study, the KSE100 index forecasting 

accuracy of alternative time series models is evaluated. For this purpose, static and dynamic 

forecasts are produced, and the accuracies are compared by MAE, RMSE, MAPE, and DS measures 

as well as by DM test. The results indicated that the ANN was the most effective machine learning 

approach for improving the forecasting accuracy of the KSE100 index. Thus, the recommended 

model for forecasting the KSE100 index data is ANN which can handle the non-linearity pattern 

in the data. Hence, the ANN model could be used for forecasting the KSE100 index data. Therefore, 

the proposed model for forecasting the KSE100 index data is ANN for daily data. The dynamic 

forecast results are also computed one month ahead and presented in Figure 10.   
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