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Abstract—Cancer is one of the leading causes of death these days. There are number of 

reasons which cause cancer but classification and predicting of cancer at the right stage is 

very important. This research work mainly focuses on early prediction of cancer using 

different approaches of machine learning in comparison with genetic algorithm to predict 

cancer at early stage. Genetic Algorithm optimizes the neural network by involving 

connection weights. The  Breast Cancer Wisconsin (Original) Data Set is taken from UCI 

machine learning repository and it is trained and tested by applying different algorithm 

like Random forest, Naïve Bayes, Artificial neural network and Genetic algorithm. Random 

forest is used as an ensemble learning algorithm which is applied on the microarray data of 

cancer to achieve good accuracy and reliable performance, For predictive modeling Naïve 

Bayes algorithm is also used based on weight concept by assigning weight on dataset of 

breast cancer taken from UCI machine learning repository and Artificial neural network 

uses back propagation algorithm which has different neurons in hidden layer to analyze 

output by calculating the error using weight adjustment method ,it reduces error between 

the  required and actual output. From experimental analysis genetic algorithm provides 

topmost accuracy of 97% where as other algorithms like artificial neural network provides 

accuracy of 96%, Naïve bayes provides accuracy of 94% and Random forest provides 

accuracy of 95%.  
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I. INTRODUCTION   

In the field of computer science, machine learning is a subset of Artificial intelligence. It is 

used in many areas such as business, medical sciences, research areas etc. In medical fields 

machine learning techniques can be best used for prediction, estimation, decision making. In 

machine learning there are two main learning approaches supervised and unsupervised 

learning. In supervised machine learning techniques data is divided into inputs or 

independent variables and outputs or dependent variable. Here the learning process is 

carried out by predicting values of the output from input values and for this purpose 

training set of data is employed that guides the process of learning[1]. Three different 

machine learning algorithms are used here for early stage of cancer prediction like Random 

Forest, Navie Bayes and Artificial neural network. Genetic algorithm is also used here to 

predict cancer and then comparison of results is made for both machine learning techniques 

and genetic algorithm [2]. Machine learning techniques help in extracting important 

biological information from DNA, RNA.  Genetic algorithms have stochastic nature. Genetic 

analysis has become important in the field of clinical practices and different researches like 

sequencing of DNA etc. 

A. Genetic Algorithm 

Genetic algorithms used in machine learning to provide optimized solutions for making 

decision and obtain better result. These algorithms consider possible solutions from given 

population. Test methods of genetics have become accessible to be performed in small size 

labs after Human Genome completion. Genetics and selection are two mechanism of genetic 

algorithm on which population is based upon and their solution is given in the form of 

genes. Members from current population and mating two different solutions together 

produce new solution. This is done to get better solution and others are discarded [5]. It 

always finds a space for potential solution and is called probabilistic method of search. 

These algorithms are used in machine learning to find potential solutions that will solve the 

given. It is motivated from the principals of evolution and natural selection; it’s a 

randomized searching method and also optimized technique. 

B. Steps of Basic Genetic algorithms 

There are different forms through which implementation of basic genetic algorithms can be 

done but researchers hardly use simple steps instead they use extensions as outlined 

below:  

• It first uses initialization operator which tell from where to start the search and if new 

regions of search are need the recombination operator is used. 
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• Initial populations are considered first in which we have number of chromosomes that 

are made from genes then fitness function is used on every chromosomes and goodness 

is identified [6]. 

• Clustering problem is solved using crossover and mutation 

• Elitist operation is applied by genetic algorithm in which new and previous population is  

compared 

• All these steps of selection, crossover, mutation and elitist operation go step by step until 

we get satisfactory result as shown in Figure.1. 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

Fig.1 Flow diagram of GA 

C. Genetic Algorithm Framework 

There exists number of different variations when work with genetic algorithm and genetic 

programming. It is a meta-heuristic algorithm which is used to generate solutions with high 

quality, for optimization or for search problems [7].  Here given is simple form. 

Algorithm1: Genetic Algorithm Framework 

            Begin 

             N=0 

1. Set random initialization of population _set     p(n) 

Initial Population 

Evaluate fitness 

value 

Best Solution 

Mutation 

Crossover 

Selection 

Max 

Generatio

n 
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2. Identification of fitness value from population_set. p(t) 

                  While n=n+1 do 

3. Root element selection from parent_set p(n) 

4. Apply crossover operation on parent_set to generate children (n+1) 

5. Perform mutation operation (n+1) 

6. Identify the fitness of population determine(n+1) 

end while 

until best individual found in the population_set 

This process is called “generational” as it is partitioned into different generations which 

lead change in entire population. Also offspring’s main motive is to bring few changes in 

the string at each step and generate “mating pool” which uses recombination. 

D. Optimization of Genetic Algorithm 

The research uses genetic algorithm that is based on reconfiguration of gene to solve large 

problems. 

Coding proposal: The research uses genetic algorithm that is based on reconfiguration of 

gene to solve large problems. Fitness function confirmation [7]: Error functions reciprocal 

is used to access individuals. Fitness function F= 1/Ei2   

Where Ei is error function of network  

Ei=1/2∑m
k=1 ∑n3

j=1   (Cjk -Cj )2          (1)                                                                      

 In the above equation 1 is denoted as sample quantity of cluster, cj as actual output, Cjk as 

ideal output. 

II. LITERATURE REVIEW 

Mehrnaz Ronagh,et al.(2019)[1] has proposed a technique of novel hybrid optimization for 

solving the problem of inverse scattering which make use of binary particle swarm 

optimization or binary genetic algorithm(BGA). This study is done to develop a algorithm 

for diagnosing the malignant tumor that is present in the breast. In this paper, for the 

calculation of electromagnetic scattering a tomography method is used for finite difference 

time domain method. Results shows that proposed algorithm is 4 times better than regular 

binary genetic algorithm and also FDTD/hybrid method easily construct heterogeneous 

and breast tissues so that an output can provide quantitative image. Proposed technique 

has reconstructed heterogeneous breast tissues that provide quantitative image also its 

capable of detecting the size and location of tumor. 

Pragya Chauhan, et al. (2018) [2] has proposed a new technique to genetic algorithm based 

method which has helped to overcome the problem of average method of classical weight. 

Genetic algorithm based weighted average ensemble method is used with different type of 
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models for prediction. Breast cancer is such a problem that can be solved using different 

machine learning models like decision tree, random forest, support vector machine etc. To 

improve the accuracy of breast cancer prediction there is need to combine multiple models 

together. In this research comparison has been made between different genetic techniques: 

Particle swarm optimization, Differential evolution and the result show that genetic 

algorithm shows better result for weighted average method also comparison is made 

between classical_ensemble and genetic algorithm based weighted average method in 

which genetic algorithm based weighted average method performs better. 

T. Cithambaram, et al. (2017) [3] Brain tumor is a major problem that need to be cured by 

classifying it into two categories primary and secondary tumor. Primary tumor is one that 

originates inside the brain and secondary tumor is one that originates and spread from 

other parts. The aim of this research was to develop interaction CAD system which helps in 

classifying different tumor. Research is done on the dataset of 350 post con MR images and 

publically available post contrast 280 images. Genetic algorithm is used to select optimal 

features. Implementation of two hybrid machine learning models named GA using support 

vector machine and GA with neural network. SVM enhancing overall accuracy by 79.3% to 

91.7% and ANN provides accuracy from 75.6% to 94.9%.  

A.H Beg, et al. (2016) [4] discussed that Clustering is a method used when we want to 

group similar records in one place called cluster and dissimilar in another but major 

difficulty comes in clustering when we do not know in advance that how many clusters will 

be needed in advance and also most popular method of clustering that is K-mean stucks at 

local optima. All these limitations are looked after by Genetic Algorithms that are based on 

clustering techniques. This paper has discussed different clustering techniques using 

genetic algorithm and applied in various fields .Genetic algorithm based techniques have 

been reviewed that make use of real life applications like Gas company, cellular network 

segmentation , medical fields etc. The review shows that two third of the techniques did not 

require users that will define number of clusters. 

Ming Chen, et al. (2008) [5] has inferred that Data Mining is a way of examining a data that 

already exists and helps in generating new information from that data. Classification 

sometimes gets difficult in data mining. Classification is the major problem in data mining 

.In this paper,  main focus is on gene reconfiguration by using optimizing classifiers of 

neural network that use Genetic Algorithm. Shift reverse logic crossover operation is used 

and improved genetic algorithm is used. BP algorithm is used it has slow speed and run 

into local minima easily buy genetic algorithm used overcome this problem of local minima. 

In this research first Simple Genetic Algorithm (SGA) is used for network structure and 
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then for gene reinforcement genetic algorithm is used .The result shows that improved 

genetic algorithm will improve classifying veracity. 

III. MACHINE LEARNING ALGORITHMS 

Machine learning Algorithms are applied by researchers for the prediction of cancer 

survivability rate. These algorithms are well accepted and work well for proper diagnosis 

and predication. An ensemble of Random Forest, Naïve Bayes and Artificial Intelligence can 

be used for predicting cancer at early stage. 

A. Random Forest 

It is an ensemble technique which integrates the series of K_learning model for the creation 

of better prediction model. Random forest algorithm uses decision tree classifier for 

randomization [3]. This helps in minimization of bias, tolerates outliers and also helps in 

avoiding over fitting. In this paper, random forest has been used for the prediction of cancer 

. The independent training sample ℒp = {(X1,Y1), ..., (Xp,Yp)} are identically distributed 

[0,1]l × R valued over random variables (l ≥ 2). It consists of random based regression tree. 

{ rp(x, γq, ℒp), q ≥ 1} 

Where γ1, γ2…are identically independent.When random tree is merged it gives aggregate 

regression as given in equation 2 

rp(X, ℒp)= E γ[rp(X, γ, ℒp)]                 (2) 

where E γ is random parameter, ℒp is data set 

Algorithm 2: Random Forest  

1. Select coordinates at each node X=  (X(1)……X(l)), with probability of  qpk ∈ (0,1) 

2. Select the coordinate to find the midpoint at each side of node 

3. Random tree rp(X, γ) provides output above Ym, having Xm vector of random partition: 

  rp(X, γ)=
∑ [xm€ Ap(x γ)]p

m=1

∑
p
m=1 [Xm€ Ap(x γ)

1Hp(x, y) 

    Where Hp(X, γ) is given in equation below 

Hp(X, γ) =∑ 1[xm€ Ap(x γ)]p  
m=1   ≠0 

4. Random forest regression takes form     rp(X,γ)=Eγ[rp (X, γ)] = E 

{
∑ [ym1[ xm€Ap(x ,γ)]p

m=1

∑
p
m=1 [Xm€ Ap(x γ)

1Hp(x, y)]}           

B. Naïve Bayes 

It is a decision support model which uses Bayesian Network and Bayes theorem with 

independent assumptions among predictors.  
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For predictive modeling Naïve Bayes is the technique that analyze the data within each 

attribute and for the events that evaluate conditional probability [5].  During training 

probability for each class is calculated to estimate the modeling of instances in training 

dataset so that class labels can be assigned to problem instance Naive Bayes provides a 

method for the calculation of posterior probability P(c/x), P(c), P(x) and P(x/c). NB 

classifier defines the effect of predictor(x) on class (c) which is independent of other 

predictor values. Equation 3, 4 shows the class conditional independence. 

 P(c/x) =P(x/c)P(c)/P(x)                           (3) P(c/X)=P(x1/c)* P(x2/c)* ...... *P(xn/c)* 

P(c)    (4)                                                              

Here, P(c/x) is target class posterior probability; P(c) is prior probability, P(x/c) 

Probability of predictor class, P(x) Predictor prior probability. 

Algorithm 3: Naïve Bayes classifier 

 Begin 

1. Take two independent events A and B : P (A,B) = P(A)P(B) 

2. Evaluate result through : P(y|x1,……xn)=P(x1|y)P(x2|y)….P(xn|y)  P(y)/ 

P(x1)P(x2)…P(xn)      

3. Equation of step 2can be expressed using P(y|x1……xn)=P(y)   ni=1P(xi|y)/ 

P(x1)p(x2)….       P(xn) 

4. Remove the term as denominator remains constant by P(y|x1……xn)   α P(y)  

ni=1P(xi|y) 

5. Create classifier model by finding probability of set of inputs for all values of variable y : 

Y= argmaxy P(y)  ni=1P(xi|y) 

Calculate P(y) and P(xi| y)  

C. Artificial Neural Network 

Artificial neural network is based on Artificial intelligence that relates to the human brain 

function. These networks interpret nonlinear data and biological data is usually nonlinear. 

The benefit of using neural networks in such situations is that it has a good tolerance 

capacity for noisy data and also easily classifies patterns that are not even trained [21]. In 

this research, back propagation method is used to diagnose cancer.  It has three layers 

input layer, hidden layer, and output layer. All these layers perform a different function 

like the input layer receives input and send it to the hidden layer; the hidden layer adds 

computational weight and provides net input which is applied to the activation function 

which provides actual output. Artificial neural network has been used in various areas like 

in prediction, economical modeling, medical applications, bioinformatics, etc. 
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• Back-propagation: In medical science, for prediction bases back- propagation (multi 

layer neural network) network is used. Here network travel from input neuron to 

output neuron as shown in Fig.2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

    Input Neuron     Hidden Neurons    Output  

    Fig.2.Three-Layer Artificial Neural [21] 

Network representation with Sxm Input Neuron, Wih Hidden Neurons and Who Output 

Neurons[21]. 

Algorithm 4: Artificial Neural Network 

1. Create weights arbitrarily for multilayer neural network. 

2. Assume E is training example and C as actual output 

3. Calculate feed-forward propagation for both hidden and output layer. 

hi, i= 1, 2, 3… p (Hidden layer neurons) 

  

hi= Winbias +∑m
i=1 uiWih 

4. Sigmoidal function as activation function: F(x)=1/(1+e-x) 

5. Calculate hidden node activation values : ui=f(hi)=1/(1+e-hi) 

6. Calculate both input weight and output node value Oj  ,j=1,2,3….n 

Oj=Woutbia=s + ∑n
j=1  hiwh,o 

7. Activation value of  output node :U0=f(oj)=1/(1+e-0j) 

8. After pass one , calculate the error using weight adjustment method of back 

propagation to reduce error between wanted and actual output. 
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Error=0.5*(Odesired- Oactual )2 

  Output neuron δ 0 = (Ci-U0) u0 (1=u0) 

Sigmoidal derivative u0 (1=u0) 

9. Update network weight at each layer  

Hidden to output layer Wi*j=Wi,j+ pδ0 ui  

Hidden to input layer Wi*j=Wi,j+ pδi ui  

P is represented as learning rate 

IV. MOTIVATION 

Machine Learning techniques help in identification of cancer. A framework of identifying 

cancer helps doctors to save person from increasing effect of cancer by predicting it at 

early stage. To improve the performance of the cancer prediction framework, genetic 

algorithm and other machine learning techniques can be implemented on the dataset to 

achieve optimum accuracy of the result from these algorithms. In this research, the use of 

genetic algorithm in comparison with random forest, naïve bayes and artificial neural 

network is made on the basis of various performance parameters. 

V. RESEARCH METHODOLOGY 

The methodology of given technique is shown in Figure.3. The process of implementation is 

divided into three parts: 

• Data randomization 

• Model selection, training, and testing     

• Checking the performance using various performance parameters 

 

Here, data from the dataset is divided into two sets training and testing set. By using 

different algorithms of machine learning and genetic algorithm on the same dataset 

performance is evaluated using different performance parameters like accuracy, precision, 

sensitivity, specificity and Fpr and best algorithm for the cancer prediction is selected on 

the basis of accuracy estimation. Following steps given in the Fig.3 are followed to find the 

accuracy.   
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Fig.3. Methodology Used 

VI. PARAMETERS FOR COMPARISON 

 

• Accuracy: The percentage of total number of predictions that were correctly 

predicted 

       Accuracy = TP + TN /TP + TN + +FP+FN 

• Precision: The percentage of positive values that were correctly predicted. 

Precision =TP/TP + FN 

• Sensitivity: It specifies what percentage of positive cases are covered by algorithm 

Sensitivity (Sens) =TP/(TP + FN) 

• Specificity :The percentage of unpredicted values which are correctly predicted 

Specificity (Spec) =TN/TN + FP 

• Fpr : Combination of precision and recall   

F1 score = (2 Precision*Recall) / (Precision + Recall) 

VII. DATASET DESCRIPTION 

In the research here, Breast Cancer Wisconsin (Original) Data Set is taken from UCI 

machine learning repository. Table 1 shows the core attributes. Breast cancer Wisconsin 

dataset consists of data with Multivariate characteristics in which number of instances are 

699 and number of attributes are 10. Dataset also describes the malignant class and benign 

as positive and negative (1 and 0) respectively. 

 

 

Randomization of Data 

Subdivision of dataset in training and 

testing 

Applying optimization technique using 

genetic algorithm 

Checking the performance using various 

performance parameters  

Result Analysis 
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TABLE I.  Dataset Description [25] 

 

Attributes Data Description 

Sample code 

Thickness of clump 

Cell Size uniformity 

Cell shape 

uniformity 

Marginal Adhesion 

Cell size Epithelial 

Bare Nuclei 

Bland Chromatin 

Normal nucleoli 

Mitoses 

Cancer 

Id number 

Range(1-10) 

Range(1-10) 

Range(1-10) 

Range(1-10) 

Range(1-10) 

Range(1-10) 

Range(1-10) 

Range(1-10) 

Range(1-10) 

Benign=0 

Malignant=1 

VIII. RESULT 

A. Random Forest 

Random forest generates the classification for the cancer  prediction with various 

parameters like true positive, true negative, false positive , false negative as mentioned in 

the confusion matrix given below:  

• Confusion matrix: The confusion matrix for random forest is given below with certain 

values like: True negative value=106, False positive value=5, False Negative value= 2 and 

True positive value=58.  

          [[106   5] 

          [2     58]] 

• Random Forest Performance measure 

 

TABLE II.  Random Forest Performance measure 

 Random 

Forest 

Accuracy 95% 

Precision 95% 

Sensitivity 97% 

Specificity 90% 

Fpr 5% 
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Table 2. Show the results for Random Forest for different performance parameters. 

Accuracy, Precision, Sensitivity, Specificity and Fpr are different parameters that are used 

to measure performance for both training and testing dataset values and the Accuracy for 

the Random forest is evaluated as 95%. 

• Bar Graph for Random Forest 

 

Fig.4. Random forest performance parameter Bar Graph 

Fig. 4 shows the bar graph for random forest which provides the percentage level of 

various performance parameters. 

B. Naïve Bayes 

Naïve Bayes also generates the classification for the cancer  prediction with various 

parameters like true positive, true negative, false positive , false negative as mentioned in 

the confusion matrix given below:  

• Confusion matrix: The confusion matrix for random forest is certain values like: True 

negative value=99, False positive value=2, False Negative value= 8 and True positive 

value=62.  

[[99  8] 

      [ 2 62]]  

• Naive Bayes Performance measure 

 

TABLE III.  Naive Bayes Performance Evaluation 

 Naïve 

Bayes 

Accuracy 94% 

Precision 95% 

sensitivity 97% 
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specificity 90% 

Fpr 5% 

 

Table3 show the results for Naïve Bayes for different performance parameters. Accuracy, 

Precision, Sensitivity, Specificity and Fpr are different parameters that are used to measure 

performance for both training and testing dataset values. The Accuracy for the Naïve bayes 

comes out to be 94%.  

• Bar Graph for Naïve Bayes 

 

Fig.5. Naïve Bayes performance parameter Bar Graph 

Fig. 5 shows the bar graph for Naïve Bayes which provides the percentage level of 

various performance parameters. 

C. Artificial Neural Network 

 

• Line Graph Values for Artificial neural Network Accuracy is given in the Table 4. 

 

TABLE IV.  Artificial neural Network Accuracy  Evaluation 

 Artificial 

neural 

Network 

Training 

Accuracy 96% 

Validation 

Accuracy 94% 
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Table 4 shows the results for Artificial neural network for its training accuracy and 

validation accuracy. The training accuracy for ANN is evaluated as 96% and Validation 

accuracy is evaluated as 94% as shown in line graph given below: 

 
Fig.6 Neural Network Accuracy Line Graph  

Fig. 6 shows the line graph for Neural network accuracy which depicts the  values in 

different colors for both training and validation accuracy where training accuracy is shown 

in blue color and validation accuracy in orange color. 

• Loss  Line Graph Values for Artificial neural Network  

 

Loss line graph values for artificial neural network are provided in Table5.  

 

TABLE V.  Artificial neural Network Loss Evaluation 

 Artificial 

neural 

Network 

Training 

Loss 0.16 

Validation 

Loss 0.18 

 

Table 5 shows the results for artificial neural network for its training loss and validation 

loss. The training loss for ANN is evaluated as 0.16 and Validation loss is evaluated as 0.18. 

These values are graphically represented using line graph as shown in Fig.7 below: 
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                      Fig.7 Neural Network Accuracy Loss Graph 

D. Genetic Algorithm 

Genetic algorithms have provided the optimized solutions for making decision and 

obtaining better results 

The population size (an integer >= 1) 

=> 3 

The mutation rate (a decimal point '.', followed by a nonnegative integer, so that 0 <= 

mutation rate <= 1) 

=> 2.4 

The crossover rate (a decimal point '.', followed by a nonnegative integer, so that 0 <= 

crossover rate <= 1) 

=> 1.3 

The number of crossover points (either '1' or '2') 

=> 2 

The maximum number of generations (an integer >= 1) 

=> 3 

The number of times to run the GA with these parameters (an integer >= 1) 

=> 3  

For Run 1 and generation count 3, Population's initial best fitness values are 57, or 38.0 

percent fit and  

Population's final best fitness values are 51, or 34.0 percent fit. Its Average fitness delta is 

given by -1.333. Similarly for Run 2 and generation count 3, Population's initial best fitness 

value is evaluated as 53, or 35.3333 percent fit  and Population's final best fitness value is 

given by 51, or 34.0 percent fit. Its Average fitness delta is given by  -0.444. For Run 3 and 

generation count 3, Population's initial best fitness is given by 71, or 47.3333 percent fit 

and Population's final best fitness is given by   51, or 34.0 percent fit. Its Average fitness 

delta: -4.444. 
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Result for most fit individual with different Runs is given in Table 6. 

TABLE VI.  Most Fit Individual 

Run Generation 

count 

Most Fit individual 

Genotype values 

1 3 -108, -29, 88, 85, 104, -80, 

2 3 -110, -84, -66, 60, -70, 6, 

3 3 23, -23, 113, 4, 81, 24, 

IX. CONCLUSION AND FUTURE WORK 

To work in the field of medical sciences many methods are available. The most important 

and challenging part with machine learning techniques is to provide accuracy and 

computational efficiency. The proposed research, prediction of cancer is identified using 

different algorithm of machine learning in comparison with genetic algorithm. Genetic 

Algorithm optimizes the neural network by involving connection weights. The  Breast 

Cancer Wisconsin (Original) Data Set is taken from UCI machine learning repository and it 

is trained and tested by applying different algorithm like Random forest, Naïve Bayes, 

Artificial neural network and Genetic algorithm. Random forest is used as an ensemble 

learning algorithm which depends on the combination of several decision trees, it is 

applied on the n tree bootstrap_sample , For predictive modeling Naïve Bayes  algorithm is 

used to analyze the data within each attribute and for the events that evaluate conditional 

probability and back propagation algorithm considers different neurons in hidden layer to 

analyze output by calculating the error using weight adjustment method which reduces 

error between required and actual output.  From experimental analysis genetic algorithm 

provides topmost accuracy of 97% where as other algorithms like artificial neural network 

provides accuracy of 96%, Naïve Bayes provides accuracy of 94% and Random forest 

provides accuracy of 95%. This research work can further be enhanced by incorporating 

fuzzy in selection function to improve the accuracy. 
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