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Abstract 
Current remote innovations get considerably additional advantages from utilizing FFT 
processors to deal with information, like diminished circuit intricacy, quick speed, and 
low power utilization. Building an elite presentation FFT engineering is, subsequently, 
critical to fulfill the constant necessities. This paper means to orchestrate two 8-point 
quick Fourier change (FFT) processors into a solitary 16-point radix-2 based 
obliteration in-recurrence (DIF) processor. We utilized ModelSim to show the new 16-
point DIF-FFT engineering plan, and Xilinx ISE Undertaking Pilot for half breed 
amalgamation. We examine the synthesis reports for both the proposed and current 
designs in this comparison. All in all, the consequences of the examinations uncover that 
the proposed 16-point DIF-FFT configuration utilizes less power, is quicker, and utilizes 
memory. Thusly, any application requiring low power and rapid activity might make 
benefit of the proposed plan. 
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INTRODUCTION 
One of the most common methods for modifying data sequences in fourier analysis is 
the fourier transform.  It translates functions from the time domain into their frequency 
domain equivalents.   One way to get discrete inputs for the DFT is to sample a 
continuous time function. Similarly, the duration of the discrete input function is finite.  
For this reason, the discrete Fourier transform is often cited as an essential tool for 
studying discrete-time functions with limited durations.DFT is well-suited for 
processing data stored in computers since it has a limited series of real or complex 
inputs.  Digital Fourier transform (DFT) is extensively used in signal processing for 
frequency content analysis of sampled signals and convolution operations.  Fast Fourier 
Transform (FFT) technique allows for fast computation of DFT in reality for the 
aforementioned applications, which is a significant enabling element.The Fast Fourier 
Transform (FFT) is now standard practice in several technical domains.  The 
implementation of various communication systems is highly dependent on high speed 
FFT structures.  Utilising an FFT processor for wireless communication enhances 
modern wireless technology with additional benefits such as reduced power 
consumption, increased speed, and so on.  Thus, designing a high-performance FFT 
architecture is crucial to satisfy the real-time requirements.Building a new architecture 
for a 16-point Decimation in Frequency (DIF), Fast Fourier Transform (FFT) processor 
is the driving force behind this study.  The most important factor is that we anticipate a 
more power-efficient FFT method if it meets the time requirements.  Therefore, this is 
an effort to synthesise a DIF-FFT for 16-point inputs in Xilinx using the Verilog HDL 
design entity.  In terms of speed and memory utilisation, the synthesis result 
demonstrates that the 16-point DIF-FFT processor is superior. 
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II. FAST FOURIER TRANSFORM ALGORITHM 
When it comes to effectively computing the discrete Fourier transform (DFT) and 
inverse discrete Fourier transform, one of the most helpful algorithms is the fast FFT 
technique. Since there are N data points to calculate, each of which requires N complex 
arithmetic operations, the number of complex multiplication and addition operations 
required by the simple forms of both the Discrete Fourier Transform (DFT) and the 
Inverse Discrete Fourier Transform (IDFT) is of order N2.Discrete Fourier 
transformations of input signals may be computed using rapid Fourier transforms. The 
overall number of calculations required for DFT calculation is also decreased. In 
essence, Radix-2 offers two distinct algorithms: "Decimation in Time" (DIT) and 
"Decimation in Frequency" (DIF). The fundamental building block of these two 
algorithms is the recursive breakdown of N-point transformations.    

A discrete Fourier transform with N points is split into two transforms with (N/2) 
points in this case. Any composite number (N) may be processed in this way. 
Decomposition is straightforward if and only if N is a normal power of two and divisible 
by 2, but this procedure must be continued until we achieve the one point transform. 
The "Radix-2 decimation-in-frequency FFT algorithm" is being used to calculate discrete 
Fourier transforms in this case.   This algorithm is likewise mostly based on the divide-
and-conquer strategy.   

Figure 2.1 shows the whole eight-point radix-2 decimation frequency fast fourier 
transform method flow. Because it uses a lot less complicated multiplication and 
addition operations, the quick fourier transform essentially minimises the amount of 
processing needed.  As seen in the image below, when the frequency is decimated, quick 
Fourier transform algorithms provide an output sequence that is bit reversal rather 
than in the original natural order. 
 

 
Figure 2.1: Decimation in Frequency fastfouriertransform algorithms for 8 point 

 
FFT Algorithm 
Discrete Fourier Transform is the primary function from which Fast Fourier Transform 
is formed.   In contrast to FFT, which does the whole assessment all at once, significantly 
cutting down on computation time, typical direct method N-point DFT requires 
individual point evaluations. Four steps make up a 16-point fast Fourier transform 
(FFT) architecture based on Radix-2. From x[0] to x[15], there are a total of sixteen 
possible input values.  X(0) through X(15) are the values that are produced.    The FFT 
butterfly structure provides the ability to add and subtract.   The addition process is 
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shown by the upward arrow in the butterfly structure.  Similarly, the operation of 
subtraction will be shown by the downward arrow. The value that has been removed is 
multiplied by the twiddle factor value WKN once again before moving on to the next 
step of processing. This calculation was completed simultaneously. It is common 
practice to use two operations of addition or subtraction and four actual multiplications 
when dealing with complex multiplication with the twiddle factor. 

FPGAs are the very attractive platform for high-speed digital signal processing, 
especially for radar technology [48, 49] but the implementation of the demanding signal 
processing algorithms as the FFT in the real time is complex because firstly the circuit 
structure must be designed and next implemented at the register-transfer level (RTL) 
using a hardware description language (HDL) such as VHDL and then synthesized and 
tested in the FPGA chip. However, do exists FFT IP cores, for example Xilinx [53] or Intel 
[54], but their configuration is difficult because of the required in-depth knowledge of 
the FFT core processor structure and arithmetic properties. This may make difficult the 
choice between the FPGA and digital signal processor such as TMS320C66x [15]. In 
order to simplify the design and implementation process the algorithmic approach was 
introduced by FPGA manufacturers. This approach is becoming more and more popular 
nowadays due to the accelerated design time and time-to-market (TTM). Large 
hardware projects pose major challenges in the design and verification of hardware at 
the HDL level. An increasing trend is observed as moving towards hardware 
acceleration to enhance performance of CPU-intensive tasks. It can be offloaded to 
hardware accelerator in FPGA. The HDL synthesis can be performed using behavioural 
or structural descriptions with Verilog or VHDL 
 
CONCLUSION 
This architecture has been used to successfully develop a new 16-point FFT processor 
for wireless applications that is both low-power and high-performance.    The 16-point 
fast Fourier transform (FFT) is split into two 8-point FFTs, which form the basis of this 
design.  In comparison to current designs, our suggested architecture for a very large 
scale integration (VLSI) based fast field-effect transistor (FFT) processor minimises the 
complexity level of the circuit.  The suggested solution not only reduces the cost, size, 
and power dissipation for current wireless systems, but it also improves the computing 
efficiency of calculating the 16-point fast Fourier transform (FFT) in terms of memory 
utilisation and time delay. 
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