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Abstract 
Developments in the field of computer networks have been carried out by several 
groups. However, there are still a lot of wrong problems one is the server load. For this 
reason, a system will be implemented Load Balancing with the aim of overcoming the 
server load which is not in accordance with its capacity and to optimize server load 
before and after the implementation of the Round robin Algorithm Load Balancing 
system on the cloud servers. The method used is the comparative method, namely 
researches that compares and analyze two or more symptoms, compare least connection 
algorithm as the previous algorithm with Round robin algorithm. Load Balancing 
Testing with both algorithms using a software called Httperf. Httperf displays the value 
according to parameters. The parameters used are Throughput, Response Time, Error 
and CPU Utilization. The test results show that load balancing with the algorithm round 
robin is more effective to handle server load than algorithm. The previous one was Least 
Connection. It is proven that in each respondent’s assessment of the load balancing 
system. Test rating throughput obtained a percentage of 81.11% with good criteria, 
testing response time obtained a percentage of 81.78% with good criteria, testing error 
obtained a percentage of 84.67% with very good criteria, and cpu utilization testing 
obtained a percentage of 82% with good criteria. 

Keywords: Cloud Computing, Computer Networking, Server, Load Balancing, Linux 
Virtual Server, Direct Routing, Round robin, Httperf. 
 
1. INTRODUCTION 
The existence of communication network technology allows two entities to be 
connected to each other. This allows computers to be associated to every one further 
via a communication group. With the increasing alacrity of delivery that current 
communication technologies can make, this has allowed computers to share resources, 
such as CPU, memory and storage media, to provide applications that are superior to a 
single system [1]. This is also driven by the problems to be solved which have become 
more complex and on a larger scale to be worked on by a single computer. One of the 
applications that take advantage of the advances in communication network technology 
is grid computing and cluster computing. Network computing is a structure of 
computing that occupies numerous machines that are typically heterogeneous and 
spread over different geographic locations. Meanwhile, cluster computing is a 
computation that involves many computers located in one place. Cluster computing is 
one of the constituent components of grid computing [2-4]. In cluster computing, the 
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terms server, node, client, job and task are known. A task is a computational unit which 
is usually a program that cannot be broken down into small processes. Job is a 
computational activity that consists of one or several tasks [2-4]. Clients are entities 
that create jobs, servers are entities that distribute jobs and nodes are entities that 
perform computational tasks [2-4]. When receiving a job, there is a possibility that the 
computers in the parallel computing system experience an unbalanced load. This 
unbalanced system load condition can reduce the Quality of Service (QoS), so a load 
balancing method is needed. In cluster computing, there is a term load balancing policy. 
Policy load balancing in cluster computing can be categorized into four, namely static, 
dynamic, hybrid and adaptive methods [5-8]. Static policies consider the state of systems 
and applications statically and pertain this in sequence into pronouncement production. 
The foremost improvement of static policy is mediocre transparency because 
assessment creation has been through prior to the job is given [5-8]. Dynamic policies 
work by moving jobs from an overloaded computer to a lesser computer. The hybrid 
method is a load balancing method that combines static methods and dynamic methods. 
Meanwhile, the adaptive method is a method that adaptively adjusts the portion of the 
task using the latest information from the system and a certain threshold value. 
Adaptive policy for load balancing problems has been done a lot of research. The 
development of technology, especially in the field of information technology, has made 
all areas in an economic system no longer only need information technology as a 
supporting tool, but has become one of the main pillars in designing an economic 
system as a whole. Information technology has metamorphosed into an important basis 
on which matters - substantial companies, whether small companies, to multinational 
companies, are documented and stored in a database unit. In practice, this database, 
along with other applications, often requires a lot of CPU resources, and requires high-
value maintenance. For all of these things, the Cloud Computing system is considered 
very useful and useful for a company, as well as personal users. This is due to the cloud 
computing system in the form of a third party system resource that can be accessed 
online, so the use of these applications can be rented from third parties with a very 
flexible system. 

The development of conventional resource use with the system buying a resource, 
installing a resource, and continuing with the execution and maintenance of a resource, 
can be cut significantly by the use of cloud computing. Resources are no longer 
classified as "Resource Ownership", but with this technology a resource can be 
classified as "Resource Use", because the user is no longer required to have a specific 
resource. All required resources can be utilized with a service based system, where 
users only need to rent these resources according to the needs and requirements of the 
users themselves [9]. 

In its use, cloud computing can be classified by [10-16]: 
1. Infrastructure as a Service (IaaS) is the oldest concept in which the 

implementation is mostly done, starting from using or leasing a network for 
Internet access, Disaster Recovery Center services, etc. 

2. Platform as a Service (PaaS), which is a concept similar to IaaS. However, the 
platform here is the use of the operating system and its supporting 
infrastructure. What is quite famous is the service from the Force.com site and 
the services of the server vendors. 

3. Software as a Service (SaaS), which is one level above PaaS and IaaS, where what 
is offered is software or a certain business application. The most recent examples 
are SalesForce.com, Service-Now.com, Google Apps, etc. 
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The greater the number of users who access a cloud, the heavier the burden on web 
servers is in receiving requests. The large number of requests on web servers will result 
in overloading and even the possibility of the server going down. On the other hand, a 
reliable web server should be able to handle requests from large users. Therefore, a 
server load balancer is needed that will regulate and share the server workload. This 
round robin method is a method for dividing the server load in turns and sequentially 
from one another to form a loop. By using the Load Balancing method, it is the right and 
effective solution to handle busy server loads. So for that the Least Connection method 
will be compared with the new method, with the Round Robin method. 
 
RELATED RESEARCH 

 CLUSTER COMPUTING 
Initially, software was written for serial computing. Serial computing works by 
breaking the problem into sequential instructions. These instructions are executed 
sequentially one by one. Usually execution is carried out on a solitary central processing 
unit and only one order is accomplished at a time [17]. 
 

Figure 1 Cluster Computing Architecture 
 
The first approach in parallel computing is to create a computer that consists of many 
processors. However, this approach is costly. Another approach is to use multiple 
computers connected by a LAN network. Parallel computing resides in the computing 
area of a single machine with multiple processors or processors with multiple cores. 
Meanwhile, computing that involves multiple computers to work with each other to 
handle the same task is called cluster computing. Figure 1 shows a general cluster 
computing architecture. Cluster computing is formed by several computers that have the 
same or almost the same specifications, which are located in a place connected by a fast 
LAN network connection. Cluster computing aims to provide more availability, 
reliability, and scalability when compared to a single system (Microsoft, 2013). In grid 
computing, each node may execute different tasks. However, in cluster computing, each 
node performs the same task. Some of the advantages of using cluster computing are 
that it saves money and time. In theory, shifting computation that requires a long 
computation time to multiple computers will shorten the time it takes to solve a 
problem. For example, in a program there is a procedure p which uses 90% of the 
program's execution time. The high execution time of procedure p can be hidden by 
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breaking the procedure into 10 sub procedures, each of which will take 9% execution 
time. With a shorter time, the costs used are also smaller. In addition, cluster computing 
can also solve complex problems that cannot be solved by computing with a single 
computer, especially on computers with limited RAM [18- 23]. 
 

 Scheduling in Cluster Computing 
Scheduling problems in cluster computing and grid computing have become a research 
topic by many researchers. Job scheduling itself is the most important component in 
cluster computing. In a grid computing environment, scheduling is said to have NP-hard 
computational complexity [23-25]. With the complexity of NP-hard computation, 
various researchers proposes heuristic and meta-heuristic methods for scheduling jobs 
on grid computing [26]. The heuristic method was chosen because it does not require an 
optimal solution, but allows getting an efficient solution in a short time. With scheduling 
problems as complex problems, researchers are moving into the areas of NP-
completeness, approximation algorithms, and heuristic methods to obtain optimal 
solutions. First-come-first-serve (FCFS) is a simple job scheduling that is often found in 
real cluster computing systems in the field, but researchers usually consider this 
method to be inadequate [23-32]. In JPPF, FCFS is represented by a manual distribution 
strategy. Since job scheduling performance in cluster computing is highly dependent on 
workloads, adaptive scheduling allows the best results for scheduling problems. 
According to [23], the most important matrix for interactive jobs is response time. 
While the system utilization matrix is the most important matrix for batch jobs; 
 

 Network Throughput 
The network throughput parameter indicates the speed at which data transfers can be 
made between the server and the node. This becomes important because there is a 
condition in the network in the form of a different throughput on each computer. The 
difference can be caused by differences in the hardware used or from the application 
side. This throughput parameter is obtained by calculating the amount of time used to 
send job data, both when sending and receiving job results. To calculate throughput the 
following equation is used [24-26]:- 

One method for envisage the throughput of a outsized number of TCP shift is to 
measure the throughput of preceding transmit in the identical passageway. The 
History-Based (HB) technique of prediction is almost the same as traditional time series 
forecasting, in which unknown random samples are worn to envisage the worth of the 
future development. The HB method allows to be applied in the case of large numbers of 
TCP transfers that occur repeatedly on the same path [24-26]. Moving Average (MA) is a 
family of simple linear predictors. MA is defined by :- 

Where 𝑿𝒊+𝟏 is the predicted value, 𝑿𝒊 is the actual observed value. If 𝒏 is too small, the 
predictor cannot produce good predictions, meanwhile if 𝑛 is too huge, the forecaster 
cannot acclimatize properly. 
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 Processor Workload 
The workload of a node shows the computational load that is being done handled by a 
node. The workload can be caused by the existence other applications that are also 
running on a node. Workload can also caused by another task the node is working on. If 
the workload of a node is high, it will affect performance compute the node against the 
given task. In the dynamic scheduling process, goals of importance have knowledge of a 
node's CPU usage is to measure how much a process is able to use CPU resources on 
fixed time intervals [27-29]. For example, if provided 50% CPU resources, a process 
should be able to get 50% of the available time-slice. If only 50% of the time-slice is 
available, a process is estimated to take 2 times longer if compared to the condition the 
CPU is not currently having a heavy compute load other. The percentage of CPU 
resources is defined as:- 
 

 
                                                       𝒍𝒐𝒂𝒅𝒂𝒗𝒈 + 𝟏. 𝟎 
which shows the percentage of CPU time available for new processes. 
 

 Cloud Computing Mechanism 
 Infrastructure as a Service (IaaS) 

This concept is normally distinct as the use of computer infrastructure as a service. This 
service includes the basic capabilities of computers, databases, networks, load 
balancers, and more. This reduces the need for a company to have a datacenter. Instead 
of buying a set of servers, software, datacenter rooms, or network devices, a company 
can access those needs from a cloud computing service provider. Services sold by this 
company are usually in the form of pay as you go concept and the amount of resources 
used. IaaS can run on clients with the help of software APIs. In general, RESTful and 
SOAP APIs software are used to access this infrastructure. IaaS relies heavily on 
virtualization technology on the platform to run a particular virtual machine. The 
implementation of IaaS can include computer networks in the form of firewalls, load 
balancers needed at the datacenter to ensure a high level of security and performance 
of an application. Cloud service providers such as Amazon create large user 
communities where Amazon service users have created an API concept that runs on the 
web service. Other companies such as Google provide a browser interface, which 
provides flexibility for users to build an infrastructure with a drag-and-drop widget 
system that represents the CPU, database, storage media, load balancer, firewall, and 
others [30-36]. These various service providers differentiate their services on the 
number of Operating Systems on the platforms they support, software installed on the 
operating system, prices, and service agreement levels. 
 

 Platform as a Service (PaaS) 
Platform as a service (PaaS) is a computing concept where all existing facilities are 
needed to fulfill the entire life cycle of an application, namely building applications, 
conducting application tests, and finalizing and completing an application on an 
Internet network from a cloud, without requiring a software download and installation 
process. from the developer and the user side. According to wikipedia, this is called 
cloudware. PaaS is the next step of the system we know as mashups. Users can create 
applications by adding features available from google maps, google calendar and other 
web services to make this feature part of their application. In PaaS a developer does not 
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need to write every source code for every application he wants to develop. The PaaS 
system contains the facilities and tools needed for designing an application, developing 
applications, testing, installing applications, and hosting, in line with application 
services such as team collaboration, web service integration, database integration, 
security, scalability, storage, and application management. This concept is similar to the 
web version of the visual basic language, where the developer can visually design an 
application and add code as needed. In a traditional concept of developing a software, 
an application is written in one system, goes through a testing phase on another system, 
and is attached to another system for distribution. Apart from the huge funds required to 
build, configure, and maintain these different systems, applications must always be 
monitored, as other funds are required for this. In a PaaS system, the entire software 
lifecycle is carried out on the same system, and funds spent are significantly reduced in 
the areas of development and maintenance, distribution, and workmanship risk. PaaS 
gives flexibility to developers to create software they want, without having to think 
about the support systems that have to be created, complicated configurations, and 
large costs [30-36]. Another characteristic of PaaS is the fact that PaaS provides 
integration to other Web Services that are not covered by PaaS. For example, 
applications developed on the basis of Google AppEngine can be linked with other 
applications on the Cloud. 
 

 Software as a Service (SaaS) 
This concept can be defined as the delivery process of an application via the Internet. 
Applications created as web applications or services can be accessed by users through a 
browser interface or an interface provided by the service provider. Some of the services 
offered are available free of charge. Most of the client server based applications can be 
created through this concept. The browser functions as a client. Other services, and non-
browser applications also act as clients. A service can be placed in any datacenter as 
long as it is not connected to the network. Companies such as Google, Microsoft and 
Yahoo provide general services such as mail, calendar, mapping, and others from their 
datacenters [30-36]. The SaaS concept eliminates the need to install and run an 
application on the user side. This concept also reduces the burden on users in terms of 
application maintenance and support. The downside lies in the loss of the user's ability 
to change the software version. The main problem with upgrading from a conventional 
software version is the data compatibility problem with the new software version. In 
the SaaS concept, the data is stored together with the software on the supercomputer 
owned by the service provider. It is the responsibility of the service provider to ensure 
that if there is a change in the version of an application, the existing data can be fully 
compatible with the new version of the application. SaaS reduces the costs that users 
have to buy a software with the concept of monthly rental owned by service providers. If 
the software is used as a service, the software cannot be hijacked. From the vendor side 
of SaaS has the perfect ability to provide maximum protection to intellectual property 
owned [30-36]. Applications such as Customer Relationship Management (CRM), video 
conferencing, human resources, IT service management, accounting, IT security, web 
analytics, web content management, e-mail, and calendars are applications that are the 
pillars of success of the SaaS concept. Several SaaS service providers have developed 
new applications such as Billing as a Service, and Monitoring as a Service. The difference 
between SaaS and Internet-based applications prior to the SaaS generation is that SaaS 
was developed specifically to maximize web technologies such as browsers, and provide 
users with an alternative interface. Users do not need to install the source code for each 
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application. With SaaS, the application is now a service that can be accessed from a 
browser and via the APIs of other services. 

Figure 2. Cloud Computing Structure 
 
With the classification of the cloud computing mechanism of the provided resource 
types as mentioned above, we can see that the implementation of SaaS can be placed on 
the basis of IaaS or PaaS services. With the higher the level of service, from PaaS to IaaS 
the level of resource sharing and the level of resource utilization increases. At the IaaS 
level, users can create and run any supported operating system, and then install all the 
software they need to use. At the PaaS level, developers use services to create 
applications using the required software development kit but limited in terms of 
interface, language and features offered by PaaS service providers. At the SaaS level, end 
users are limited to using specific applications offered by the provider, and have limited 
capabilities to modify the service interface [30-36]. 
In terms of the benefits of each level, we can see that the biggest advantage is at the 
SaaS level. The SaaS level provides the highest possibility of sharing computer 
resources, from hardware to software that is shared among multiple users. Users don't 
need to buy a license at a fixed price, and only need to pay a license per use when they 
use the application. There are no upgrades or patches for users to worry about and no 
maintenance required for security backups and more. From the application developer 
point of view, patching and upgrading becomes easier because only a centralized 
upgrade needs to be done. This enables the patch and upgrade process to be more 
effective and efficient [30-36]. At the IaaS level, users benefit from being able to use 
hardware resources according to their usage needs. At this level it is the user's right to 
use the software needed to configure and use this method as desired. 
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Figure 3. Comparison of the use of PaaS, SaaS, IaaS 
 
The picture above describes the comparison between the benefits obtained by using 
the cloud compared to the highest capabilities that can be done in a cloud architecture. 
 

 Load Balancing 
Load balancing is the capability to decrease the burden from processes for an request to 
numerous diverse systems so as to augment processing capabilities on arriving 
requirements. Load balancing determination throws a quantity of dispensation from 
requirements to one system to other systems which will be handled concurrently. Load 
balancing has the benefits of dropping the quantity of dispensation that must be 
executed by the major receiving server, allows the receiving server to handle extra 
requests and improving its performance due to less resources on the main receiving 
server, and more devices processing all loads. Load balancing implements several 
scheduling methods that determine which direction the server requests from the client to 
be forwarded. The following are the advantages of load balancing techniques [5- 8]: 
• Flexibility: The server is not the core of the system and the main resource, but is part 

of the many servers that form the cluster. This means that the per-unit performance 
of the cluster is not taken into account too much, but the performance of the cluster as 
a whole. Meanwhile, to improve performance and clusters, new servers or units can 
be added without changing units. 

• Scalability: The system does not require redesign of the entire system architecture 
to adapt the system when it becomes a change in system components. 

• Security: For all traffic that passes through the load balancer, security rules can be 
implemented easily. With private networks used for real servers, IP addresses will 
not be accessed directly from outside the cluster system. 

• High-availability: Load balancers can know the real server condition in the system 
automatically, if there is a real server that dies it will be removed from the real 
server, and if the real server is active again it will be included in the real server list. 
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 Round Robin Algorithm 
Round robin algorithm is the simplest algorithm and is widely used by load balancing 
tools. This algorithm divides the load by taking turns and sequentially from one server 
to another so as to form a cycle. This algorithm processes the queues used by load 
balancing devices. This algorithm divides the load by taking turns and sequentially from 
one virtual server to another virtual server to form a cycle. This algorithm processes the 
queue and rotates it in turn. The process will get a quota of time quantum. Time 
quantum is the time period allowed in a process that is running in a system or the 
amount of time used in queuing data processing. Of course this process is very fair 
because there is no priority process, all processes get the same time quota, namely (1 / 
n) the value of n is a queuing process, and does not wait long from (n-1) q where q is 1 
quantum long. The provisions of the Round robin algorithm are as follows [37- 40]: 
• If the previous process has not been completed, the process becomes runnable or 

the processing is transferred to another or the next process. 
• If the quantum time has not run out and the process is still running (completion of 

the I 
/ O operation), the process will be blocked and processed will be carried over to the 
next process. 

• If the quantum time has not run out and the process has finished then process 
terminated and continue to other processes. 

The problem that occurs in the Round robin algorithm is determines the time quantum 
magnitude. If time quantum is specified too small, then part of the process is not 
completed in 1 quantum. That matter causes a lot of switches (process switching that 
occurs), in fact The CPU takes time to switch from one process to another (context 
switches time). Conversely, if the time quantum is too large then, the round robin 
algorithm will run like the First Come First algorithm Served. The ideal time quantum is 
that 80% of the total process has a CPU burst time smaller than 1 time quantum. 

 Figure 4. Round Robin Flow Model 
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From the flowchart above, it can be explained that the value of Q is the value the 
magnitude of the quantum and the value of R is the value of processing time. When the 
process is entered then the process will be sorted in queue (ready), if the queue has 
reached the front queue then the process will be executed until the quantum time is up, 
if the queue hasn't reached the forefront then the queue will blocked and will be 
reordered into the queue. After the queuing process run until the quantum time runs 
out then the value of R (processing time) = R (time process) - Q (quantum time), if the 
value (R-Q) is less than or equal to 0 eat the queuing process is complete. However, if the 
value (R-Q) is more than or equal with 0 then the process will be blocked and will be 
sorted back to queue. To know how to calculate the Round scheduling robin. The 
following is an example of a Round robin scheduling. 
 

Table 1. Example of Calculation of the Round robin Algorithm where Quantum = 2 
PROCESS ARRIVAL TIME BURST TIME 
P1 0 7 
P2 2 5 
P3 6 4 
P4 10 2 

 
In the table above that there are 4 processes each process has Arrival Time and Burst 
Time each have a value. Time comes is the time where the process begins queuing, 
whereas Burst Time is a possibility time used to process queues in one process. Value 
on Quantum is the real processing time. 

Figure 4. Queuing Results from the Round Robin Algorithm 
 
From the image of the queuing result of the Round robin algorithm, it can be explained 
that each process gets a chance of 2 milliseconds of quantum time, because P1> = time 
quantum then P1 will be processed during quantum time, the rest of the P1 -time 
quantum will be queued back and then it will switch to P2, P2 will be processed like P1 
and the rest will be queued back and so on up to P4 to P <time quantum. In the Round 
robin algorithm, no process is carried out in more time than the time quantum provided. 
If there are n processes with a time quantum of q, then each process will get a time of 1 
/ n with a process of q. And the process will wait at least (n-1) x q for the next process. 
For example, there are 4 processes with a time quantum of 20 ms, so each process gets a 
time of 20 ms every 80 ms. So the performance of the Round robin itself depends on the 
size of the time quantum. 
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 Least Connection Algorithm 
Least Connection Algorithm is a scheduling algorithm by directing network connections 
from servers that are currently active with the least number of connections. This 
scheduling is one of the dynamic scheduling algorithms, because real servers require 
calculations of dynamically active connections. This algorithm is good to use for smooth 
distribution when there are many requests [41]. 
 
PROPOSED ALGORITHM 

 Architecture Description 
Using a qualitative approach and investigating that be determined to recognize the 
incident knowledgeable by research topic such as performance, perceptions, 
inspiration, actions and others. The qualitative research method in this study uses 
comparative research. However, comparative research is a study that compares and 
analyzes two or more symptoms. The comparison in this study is to compare the round 
robin algorithm with least connection. 
 

 
 

 Observation Table 

Figure 5. Research Procedure Flowchart 

The observation table is used to observe changes in the value of all parameters used, 
with this observation table it can be concluded whether the system can work properly 
and in accordance with the concept of the system. The grid of the observation table is as 
follows: 
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Table 2. Grid of Observation Sheet of Load Balancing System 
ASPECT INDICATOR 
Implementation of Load 
Balancing System Testing 
with 2 Algorithms, namely 
Least Connection and Round 
Robin 

Prepare the equipment and materials needed. 
Install equipment according to the required topology. 
Implementing a load balancing system by comparing the 
least connection and round robin algorithms on the 
network system at ISP with the LVS (Linux Virtual Server) 
method. Implement each algorithm by the number of 
servers different. 
Testing with HTPperf 
Analyze and record the results of observations according 
to the observation indicators (throughput, response time, 
and error). 
Conclusion 

 
 Data Analysis Technique 

Analysis of data obtained from the study includes a system feasibility test and observation 
tables from the results of system testing carried out by the following techniques: 
 
Feasibility Analysis 
The analysis technique used to calculate data from each aspect consists of the 
Throughput, Response Time, Error, and CPU Utilization tests. The calculations used to 
process the data from the instrument are the calculation of the average value and the 
calculation of the percentage score for each aspect: 
1) Calculating the response value of each aspect or sub variable. 
2) Recap value 
3) Calculate the average value 
4) Calculate the percentage using the percentage formula as the following: 

Information: 
P = Percentage (%) 
n = Empiric score (score 
obtained) 

 

N = Ideal score for each question item 
5) Determine the criteria level with the following steps: 
a. Determine the highest percentage number with the formula: 

 
b. Determine the lowest percentage number with the formula: 
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To find out the criterion level, the score obtained (in%) of the percentage calculation 
results are consulted with the criteria table. Criteria table is used to determine the 
category “very good”, “good”, "good enough", and "not good enough". Maximum values, 
minimum values and intervals are used to create a table. The maximum value comes 
from the highest percentage figure, the minimum value comes from the lowest 
percentage figure, while the length of the interval is searched in the following way:- 
• Determine the range (largest data-smallest data), namely 100-20 = 80 
• Determine the assessment interval, namely 4 (very good, good, good enough, not 

good, not good) 
• Determine the width of the interval by dividing the range by the assessment 

interval, namely 80/5 = 16 
 

Table 3. Interval of Qualitative Score Categorization 
NO. PERCENTAGE CRITERIA 
1 84% < SCORE ≤ 100% VERY GOOD 
2 68% < SCORE ≤   84% GOOD 
3 52% < SCORE ≤   68% PRETTY GOOD 
4 36% < SCORE ≤   52% NOT GOOD 
5 20% < SCORE ≤   36% NOT GOOD 

 
In the analysis of observations, there are several aspects that must be considered, 
namely the value that appears on the HTTF. Research is carried out to see the changes in 
the value that will appear, from this value the average will be sought according to the 
parameters used and the number of requests. After recording the results of the 
treatment, the results will be compared and graphed according to the algorithm under 
study. 
 
RESULTS AND SIMULATION 

 Results Analysis 
The results of the study were carried out on two sides for the four parameters. On the 
client side using the Httperf software to test the parameters of throughput, response 
time, and error and CPU Utilization; Testing was carried out 3 times on each request to 
see the trend of the research results. The value of the research results is then calculated 
on average in 3 research trials and divided by the total number of requests given. So, 
the results obtained from the throughput, response time, and the chance of an error on 
each request. Meanwhile, for the calculation of the CPU Utilization load balancing server 
functions for how much power is needed when load balancing works. 
After the experiment is sufficient, the next thing is to distribute a questionnaire to the 
respondents. The questionnaire aims to determine the appropriateness of the load 
balancing system with the Round robin algorithm being implemented according to the 
predetermined indicators. 
The following is an explanation of the process that occurs in LVS (Linux Virtual Server) 
with the implementation of Direct Routing and how to get test data to compare 
algorithms before Round robin and after Round robin. The following is an example of 
taking test values from a load balancing system using the Round robin method. 
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Figure 6. Details of the processes that occur in the LVS Direct Routing System 
 

• In process 1 in Figure 7 the client makes a request, where the client already has HTPperf 
software which functions as a test data producer. Example of a request process at 
HTPperf: 
 
 

 
Figure 7. Custom Server (Web Server) over the Cloud Resource 

 

Figure 8. Gateway Status with Link Speed 
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The above figure 8 is depicting the subnet mask with Gateway IP to connect to 
Balancer over the cloud resource. 
The following is an example of the results of the above test with HTPperf. 

Figure 8. Gateway Status with Link Speed 
 

Figure 9. Request from Client to Access the Resource Over the Cloud Server 
 
The above figure 9 using the web browser sends the request to access the resource over 
the cloud resource where the server is running on port vide port number 1111. 
Subsequently the server is prompting for security credentials to establish the trust 
relation. 
In the second process in Figure 4.5, the load balancer is the core of the system, where 
the algorithm can be changed from one algorithm to another. In this study, the 
algorithm used is the Round robin algorithm by comparing the least connection 
algorithm. The following is an example of the configuration of the Least connection 
algorithm with 3 virtual servers: 
ipvsadm -a -t 10.0.0.134:1111 -s lc 
ipvsadm -a -t 10.0.0.134:1111 -r 10.0.0.10:1111 -m ipvsadm -a -t 10.0.0.134:1111 -r 
10.0.0.1280 -m ipvsadm -a -t 10.0.0.134:1111 -r 10.0.0.30:80 –m 
After completion, the next step is to test the test value the same as in process 1 according 
to the request value. Then after the test value has been obtained, the next process is to 
change the algorithm as a research source, namely the Round robin algorithm by 
removing the IPVS Least connection first. 
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# delete ipvsadm –Z LVS packet data # delete IPVS table ipvsadm –C 
# using the new Round robin algorithm with 3 virtual servers. ipvsadm -A -t 
10.0.0.134:1111 -s rr 
ipvsadm -a -t 10.0.0.1111:80 -r 10.0.0.10:1111 -m ipvsadm -a -t 10.0.0.134:1111 -r 
10.0.0.20:1111 -m ipvsadm -a -t 10.0.0.134:1111 -r 10.0.0.30:1111 –m 
After finishing configuring with the Round robin algorithm, the next process is to test 
with HTPperf like process 1. 
From the several sections, it can be found the parameters needed for testing. 
 
Throughput 
Throughput based on the HTTF manual can be taken from NET I / O which is the 
average network throughput which has units of KB (kilobytes) per second and Mb 
(megabits) per second. 

Figure 10. Throughput Parameters 
 
Response Time 
Response time obtained from the Reply Section 

Figure 11. Parameter Response Time 
Error 
Error obtained from the Error Section on conn-refused and conn-rest. 
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Figure 12. Parameter Error 
 
CPU Utilization 
CPU Utilization obtained from the CPU time of the user. 

Figure 13. CPU Utilization Parameters 
  
  
 Throughput Parameter Analysis 

The throughput parameter in this study represents the number of requests that can be 
responded to by the web server at one time. This parameter is calculated in units of Kb / 
second. The greater the value of this parameter, the better the performance of the web 
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server. Data from the research results are attached and presented in tabular form, as in 
table 4. 
 

Table 4. Throughput Parameter Test Results 

 
Table 4 shows the comparison of the throughput produced in this study. 
Implementation of server load balancing with the Direct Routing method and using the 
Round robin algorithm has a better average throughput than the least connection 
algorithm in all load balancing implementations with 2 servers, 3 servers, and 4 
servers. Throughput value in the research results above shows that it is directly 
proportional to the number of servers used, this proves that increasing the number of 
servers can increase the throughput value of server load balancing implementation. 

Figure 14. Throughput Graph of the Least Connection Algorithm 
 
Figure 14 shows the amount of throughput using the Least connection algorithm. 
Changes in the amount of throughput produced are not very significant. Same is the case 
with the graphic changes to the Round robin algorithm. The resulting changes tend to be 
stable and decrease according to the increasing number of requests received by the web 
server. 
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Figure 15. Throughput Graph of the Round Robin Algorithm 
 
Figure 15 shows the throughput of the study using the Round robin algorithm. The 
resulting change in the amount of throughput is not very significant. This can be seen from 
the throughput comparison graph in Figure 15, where the resulting graph tends to be 
down and stable. Changes in the number of requests / second resulted in the value of 
throughput decreasing in accordance with the number of requests received more and 
more by the web server. 

Figure 16. Two Algorithm Response Time Graph 
 
Figure 16 shows a comparison of the response time on the two algorithms that have 
been generated. The movement of the graph starts at 50 requests / second with a very 
low response time value, meaning that at 50 requests / second, the resulting response 
time is very good and fast. This is because the apache web server can handle 50 
requests / second directly. Graph movement at 200 requests / second has increased 
very significantly, this is because the server experienced sudden surges and queues 
which resulted in the response time value is high and tends to be stable. The next graph 
movement has decreased, which means that the response time value is better, because 
the server has been able to adapt to the number of requests that have been given. In 
addition, the appearance of errors also affects the response time to be faster due to the 
reduced throughput value that the web server can respond to. 
The Round robin algorithm has an average error that is less than the algorithm that has 
been implemented previously, namely the Least connection algorithm. The error value 
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on the Least connection algorithm with 2 servers, 3 servers and 4 servers shows that the 
comparison of the average value is not too significant with the Round Robin algorithm. 
 

Figure 17. Least Connection Algorithm Error Graph 
 
Figure 17 shows the number of errors in the Least connection algorithm. Just like the 
Round robin algorithm on requests for 50, 100, 150 and 200 requests / second, there 
were no errors. And similar to the Round robin algorithm in the Least connection 
algorithm, errors began to appear on 250 requests / second. However, in this 
experiment the Round robin algorithm shows the average error value is smaller than the 
Least Connection algorithm. 

Figure 17. Graph of Round Robin Algorithm Error 
 
Figure 17 shows the number of errors that occur in the implementation of load 
balancing using the Round robin algorithm. Seems like on requests 50, 100, 150 and 200 
requests / second there was no error. The error occurred starting at 250 requests / 
second. The graph above shows that the experiment tends to be stable and has an 
increase in the error value in the addition of the number of requests / errors. 
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Figure 18. Error Graphs of Two Algorithms 
 
Figure 18 shows a graph of the comparison of the error value between the Round robin 
algorithm and the least connection algorithm. The graph above shows that at 50 
requests / second up to 200 requests / second shows that there are no errors. At 250 
requests / second an error begins and increases with the addition of requests / second. 
The Least connection algorithm shows a high error spike value when a request is given 
equal to 250 requests / second. This happens because the server experiences an 
unbalanced condition with increasing requests or it is called saturated (server 
saturation point). Unlike the Round robin algorithm, in implementation 4 servers with 
250 requests / second to 500 requests / second show the number of errors that are 
below other chart movements. So it can be concluded that using the Round robin 
algorithm is considered the best in reducing the number of errors. 
 
CONCLUSION AND FUTURE SCOPE 

 Conclusion 
After conducting research on load balancing with Linux Virtual Server using the Round 
robin algorithm at Cloud by comparing the previous algorithm and comparing the 
performance between 2 servers, 3 servers and 4 servers, the following conclusions 
were drawn: 
1. The implementation of load balancing with the round robin algorithm is more 
reliable in optimizing throughput, response time, CPU utilization, and reducing the 
number of errors from the web server. Meanwhile, using the previous algorithm, namely 
least connection, is more reliable in optimizing the response time of the web server. 
2. The addition of the number of servers can increase the value of throughput, response 
time and reduce errors in the implementation of the load balancing system with the 
round robin algorithm, whereas the previous algorithm did not increase significantly. 
 

 Future Work 
In further research, research on load balancing with other algorithms can be developed 
by synchronizing database. Testing is done by considering the data flow that is on the 
database server. In addition, testing can be done using a type of web server application 
other than Apache as a comparison on the application side. 
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